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#### Abstract

Using real-variable methods, we characterise multipliers for general classes of Hardy-Orlicz spaces, unifying and extending several classical results due to Hardy and Littlewood; Duren and Shields; Paley; and others. Applications of our results include inequalities involving Fourier coefficients and Fourier transforms of elements of Hardy-Orlicz spaces and their duals, as well as embeddings into spaces of generalised smoothness, Sobolev typeembeddings and Paley-Wiener type theorems.


## 1. Introduction

Many, if not most, classical spaces of functions that arise in harmonic analysis and operator theory admit membership conditions that can be expressed in terms of growth conditions on Fourier coefficients or Fourier transforms of elements in the space, or, when the space consists of analytic functions, Taylor coefficients. Many operators acting on such spaces can either be defined in terms of their actions on the Fourier or Taylor side, or admit useful descriptions in these terms. This leads to the study of multiplier operators, or in brief, multipliers, and their mapping properties. The simplest case is that of $L^{2}(\mathbb{T})$, the square integrable periodic functions: a function is in $L^{2}(\mathbb{T})$ if, and only if, its Fourier coefficients are in the sequence space $\ell^{2}$, and so a multiplier is bounded if, and only if, it maps $\ell^{2}$ to $\ell^{2}$. Similarly, there are many classical results characterising when a multiplier is bounded from a given Banach space, or scale of Banach spaces, to $\ell^{q}$ for some suitable range of $q$. When dealing with less classical spaces, such as endpoint substitutes for $L^{1}$ spaces, one is naturally led to consider function spaces not of Banach type, and multiplier operators acting on such spaces.

This paper is devoted to a study of multipliers in the setting of Hardy-Orlicz spaces, which generalise $H^{p}$ spaces on the circle or on Euclidean space, and their duals. Our goal is to both unify and generalise well-known results in the $H^{p}$ theory, and to exploit such results to give new descriptions of the elements of these spaces and how they embed into other naturally occurring spaces in complex and harmonic analysis.

[^0]Let us set the scene for this paper by letting $X(\mathbb{D})$ be a space of holomorphic functions on the unit disc $\mathbb{D}:=\{z \in \mathbb{C}:|z|<1\}$, equipped with a norm, or quasinorm, $\|\cdot\|_{X(\mathbb{D})}$ so that $\|F\|_{X(\mathbb{D})}<\infty$ if, and only if, $F \in X(\mathbb{D})$. For instance, $X(\mathbb{D})$ could be a classical Hardy space $H^{p}(\mathbb{D})$ with $p \geqslant 1$.

For $q \in(0, \infty]$, we say that a sequence $\lambda=\left\{\lambda_{n}\right\}_{n=0}^{\infty}$ of complex numbers is a multiplier from $X(\mathbb{D})$ to $\ell^{q}\left(\mathbb{N}_{0}\right)$ if there exists a constant $C_{\lambda, X}>0$ such that

$$
\begin{equation*}
\left\|\left\{\lambda_{n} f_{n}\right\}_{n=0}^{\infty}\right\|_{\ell q\left(\mathbb{N}_{0}\right)} \leqslant C_{\lambda, X}\|F\|_{X(\mathbb{D})} \tag{1.1}
\end{equation*}
$$

for all $F(z)=\sum_{n=0}^{\infty} f_{n} z^{n}$ in $X(\mathbb{D})$. The class of all multipliers from $X(\mathbb{D})$ to $\ell^{q}\left(\mathbb{N}_{0}\right)$ is denoted by $\mathcal{M}_{X(\mathbb{D}) \rightarrow \ell^{q}\left(\mathbb{N}_{0}\right)}$. For $\lambda \in \mathcal{M}_{X(\mathbb{D}) \rightarrow \ell^{q}\left(\mathbb{N}_{0}\right)}$, we write

$$
\left.\|\lambda\|_{\mathcal{M}_{X(\mathbb{D}) \rightarrow e^{q}\left(\mathbb{N}_{0}\right)}}:=\inf \left\{C_{\lambda, X}>0: 1.1\right) \text { holds for all } F \in X(\mathbb{D})\right\}
$$

In this paper we establish characterisations of multipliers from a broad class of Hardy-Orlicz spaces to $\ell^{q}$ for $q \in[1,2]$. Our characterisations include in a unified way known results for classical Hardy spaces as well as new multiplier results for Hardy-Orlicz spaces that arise in the study of products between Hardy spaces and their duals. Of particular interest to us is the space $H^{\log }(\mathbb{D})$ that naturally arises in the study of products between functions in $H^{1}(\mathbb{D})$ and $B M O(\mathbb{D})$ (see $[7]$ ) and whose dual space $L M O(\mathbb{D}) \cong\left(H^{\log }(\mathbb{D})\right)^{*}$ appears in a number of problems in complex and harmonic analysis, including that of the characterisation of boundedness of Hankel operators on $H^{1}(\mathbb{D})$ (see [26]).

Multiplier theorems. Let us now recall some well-known multiplier theorems on classical Hardy spaces that our present work generalises. If $p \in(0,1)$ then it was shown by P. L. Duren and A. L. Shields in 12,13 that for $q \in[p, \infty)$ a sequence $\lambda=\left\{\lambda_{n}\right\}_{n=0}^{\infty}$ is a multiplier from $H^{p}(\mathbb{D})$ to $\ell^{q}\left(\mathbb{N}_{0}\right)$ if, and only if,

$$
\begin{equation*}
\sup _{N \in \mathbb{N}} \frac{1}{N}\left(\sum_{n=1}^{N} n^{q / p}\left|\lambda_{n}\right|^{q}\right)^{1 / q}<\infty \tag{1.2}
\end{equation*}
$$

In the case $p=1$ it was shown by G. H. Hardy and J. E. Littlewood 20, 21] and E. M. Stein and A. Zygmund [34] that a sequence $\lambda=\left\{\lambda_{n}\right\}_{n=0}^{\infty}$ is a multiplier from $H^{1}(\mathbb{D})$ to $\ell^{2}\left(\mathbb{N}_{0}\right)$ if, and only if,

$$
\begin{equation*}
\sup _{m \in \mathbb{N}} \sum_{n=2^{m}}^{2^{m+1}-1}\left|\lambda_{n}\right|^{2}<\infty \tag{1.3}
\end{equation*}
$$

For an introduction to classical Hardy spaces and for proofs of the aforementioned multiplier results, we refer the reader to Duren's book 11].

In the $p=q=1$ case, a theorem attributed to C. Fefferman (see [14] and 31]) asserts that a sequence $\lambda=\left\{\lambda_{n}\right\}_{n=0}^{\infty}$ is a multiplier from $H^{1}(\mathbb{D})$ to $\ell^{1}\left(\mathbb{N}_{0}\right)$ if, and only if,

$$
\begin{equation*}
\sup _{N \in \mathbb{N}} \sum_{k=1}^{\infty}\left(\sum_{n=k N}^{(k+1) N-1}\left|\lambda_{n}\right|\right)^{2}<\infty \tag{1.4}
\end{equation*}
$$

In this paper we extend the aforementioned results to a broad class of HardyOrlicz spaces. To state our results, recall that given a growth function $\Psi$ (see Definition 8 below), the corresponding Hardy-Orlicz space $H^{\Psi}(\mathbb{D})$ is defined as the class of functions $F$ that are holomorphic in $\mathbb{D}$ and satisfy

$$
\sup _{0 \leqslant r<1} \int_{[0,1)} \Psi\left(\left|F\left(r e^{i 2 \pi \theta}\right)\right|\right) \mathrm{d} \theta<\infty .
$$

If $G \in H^{\Psi}(\mathbb{D})$, we set

$$
\|G\|_{H^{\Psi}(\mathbb{D})}:=\inf \left\{\alpha>0: \sup _{0 \leqslant r<1} \int_{[0,1)} \Psi\left(\alpha^{-1}\left|G\left(r e^{i 2 \pi \theta}\right)\right|\right) \mathrm{d} \theta \leqslant 1\right\}
$$

Note that if $\Psi(t)=t^{p}$ then $\left(H^{\Psi}(\mathbb{D}),\|\cdot\|_{H^{\Psi}(\mathbb{D})}\right)$ coincides with the usual Hardy space $\left(H^{p}(\mathbb{D}),\|\cdot\|_{H^{p}(\mathbb{D})}\right)$.

In what follows, if $\Psi$ is a growth function then $\Psi^{-1}$ denotes its inverse, i.e. $\Psi^{-1}:[0, \infty) \rightarrow[0, \infty)$ is such that $\Psi^{-1}(\Psi(t))=t$ for all $t \geqslant 0$.

Our first result is a characterisation of the class $\mathcal{M}_{H^{\Psi}(\mathbb{D}) \rightarrow \ell^{q}\left(\mathbb{N}_{0}\right)}$ for $q \in[1, \infty)$ and for growth functions of order $p \in(1 / 2,1)$.

Theorem 1. Let $\Psi$ be a growth function of order $p \in(1 / 2,1)$ and let $q \in[1, \infty)$.
Let $\lambda=\left\{\lambda_{n}\right\}_{n=0}^{\infty}$ be a sequence of complex numbers. The following are equivalent:
(1) $\lambda$ is a multiplier from $H^{\Psi}(\mathbb{D})$ to $\ell^{q}\left(\mathbb{N}_{0}\right)$;
(2) $\lambda$ satisfies the condition

$$
A_{\lambda, \Psi, p, q}:=\sup _{N \in \mathbb{N}} \frac{1}{N}\left(\sum_{n=1}^{N} \Psi^{-1}(n)^{q}\left|\lambda_{n}\right|^{q}\right)^{1 / q}<\infty ;
$$

(3) $\lambda$ satisfies the condition

$$
\widetilde{A}_{\lambda, \Psi, p, q}:=\sup _{m \in \mathbb{N}_{0}} \frac{\Psi^{-1}\left(2^{m}\right)}{2^{m}}\left(\sum_{n=2^{m}}^{2^{m+1}-1}\left|\lambda_{n}\right|^{q}\right)^{1 / q}<\infty .
$$

If $\lambda \in \mathcal{M}_{H^{\Psi}(\mathbb{D}) \rightarrow \ell^{q}\left(\mathbb{N}_{0}\right)}$ then

$$
\|\lambda\|_{\mathcal{M}_{H^{\Psi}(\mathbb{D}) \rightarrow \ell q\left(\mathbb{N}_{0}\right)}} \approx A_{\lambda, \Psi, p, q} \approx \widetilde{A}_{\lambda, \Psi, p, q},
$$

where the implied constants depend only on $\Psi, p, q$ and not on $\lambda$.
Theorem 1 includes Hardy-Orlicz spaces with growth functions of the form

$$
\begin{equation*}
\Psi_{r, p}(t):=\frac{t^{p}}{\log ^{r}(t+e)}, \quad t \geqslant 0 \tag{1.5}
\end{equation*}
$$

for $p \in(1 / 2,1)$ and $r \in[0, \infty)$. In the Hardy space case, i.e. for $r=0 ; H^{\Psi_{0, p}}(\mathbb{D})=$ $H^{p}(\mathbb{D})$, Theorem 1 recovers the characterisation of Duren and Shields for the class $\mathcal{M}_{H^{p}(\mathbb{D}) \rightarrow \ell^{q}\left(\mathbb{N}_{0}\right)}$ when $p \in(1 / 2,1)$ and $q \in[1, \infty)$.

Our next result extends Theorem 1 to growth functions of order $p=1$ in the case where $q \in[1,2]$. More specifically, the following result holds true.

Theorem 2. Let $\Psi$ be a growth function of order $p \in(1 / 2,1]$.
Let $\lambda=\left\{\lambda_{n}\right\}_{n=0}^{\infty}$ be a sequence of complex numbers and let $q \in[1,2]$.
(a) If $q \in[1,2)$, then the following are equivalent:
(i) $\lambda$ is a multiplier from $H^{\Psi}(\mathbb{D})$ to $\ell^{q}\left(\mathbb{N}_{0}\right)$;
(ii) $\lambda$ satisfies the condition

$$
C_{\lambda, \Psi, p, q}:=\sup _{N \in \mathbb{N}} \frac{\Psi^{-1}(N)}{N}\left(\sum_{k=1}^{\infty}\left(\sum_{n=k N}^{(k+1) N-1}\left|\lambda_{n}\right|^{q}\right)^{\frac{2}{(2-q) q}}\right)^{(2-q) / 2}<\infty .
$$

If $\lambda \in \mathcal{M}_{H^{\Psi}(\mathbb{D}) \rightarrow \ell^{q}\left(\mathbb{N}_{0}\right)}$ then

$$
\|\lambda\|_{\mathcal{M}_{H^{\Psi}(\mathbb{D}) \rightarrow \ell^{q}\left(\mathbb{N}_{0}\right)}} \approx C_{\lambda, \Psi, p, q},
$$

where the implied constants depend only on $\Psi, p, q$ and not on $\lambda$.
(b) If $q=2$, the following are equivalent:
(i) $\lambda$ is a multiplier from $H^{\Psi}(\mathbb{D})$ to $\ell^{2}\left(\mathbb{N}_{0}\right)$;
(ii) $\lambda$ satisfies the condition

$$
B_{\lambda, \Psi, p, 2}:=\sup _{N \in \mathbb{N}} \frac{\Psi^{-1}(N)}{N} \sup _{k \in \mathbb{N}}\left(\sum_{n=k N}^{(k+1) N-1}\left|\lambda_{n}\right|^{2}\right)^{1 / 2}<\infty
$$

(iii) $\lambda$ satisfies the condition

$$
\begin{aligned}
& \qquad \widetilde{B}_{\lambda, \Psi, p, 2}:=\sup _{m \in \mathbb{N}} \frac{\Psi^{-1}\left(2^{m}\right)}{2^{m}}\left(\sum_{n=2^{m}}^{2^{m+1}-1}\left|\lambda_{n}\right|^{2}\right)^{1 / 2}<\infty . \\
& \text { If } \lambda \in \mathcal{M}_{H^{\Psi}(\mathbb{D}) \rightarrow \ell^{2}\left(\mathbb{N}_{0}\right)} \text { then } \\
& \|\lambda\|_{\mathcal{M}_{H^{\Psi}(\mathbb{D}) \rightarrow \ell^{2}\left(\mathbb{N}_{0}\right)}} \approx B_{\lambda, \Psi, p, 2} \approx \widetilde{B}_{\lambda, \Psi, p, 2},
\end{aligned}
$$

where the implied constants depend only on $\Psi$ and $p$, but not on $\lambda$.
Theorem 2 includes Hardy-Orlicz spaces with $\Psi_{r, p}$ as in 1.5), with $r \in[0, \infty)$ and $p \in(1 / 2,1]$, endpoint included. Note that if $r=0$ and $p=1$, then $H^{\Psi_{0,1}}(\mathbb{D})=$ $H^{1}(\mathbb{D})$, and condition (3) in part (b) of Theorem 2 becomes 1.3 that is, Theorem 2 recovers the aforementioned characterisation of Hardy-Littlewood and SteinZygmund for the class $\mathcal{M}_{H^{1}(\mathbb{D}) \rightarrow \ell^{2}\left(\mathbb{N}_{0}\right)}$.

Note that if $q \in[1,2)$ and $\Psi$ is a growth function of order $p \in(1 / 2,1)$, then conditions (2) and (3) in Theorem 1 and condition (ii) in part (a) of Theorem 2 are all equivalent. Similarly, for $q=2$, conditions (2) and (3) in Theorem 1 and conditions (ii) and (iii) in part (b) of Theorem 2 are all equivalent.

To prove Theorems 1 and 2 we use a real-variable approach that is based on duality. An important ingredient in our proofs is an unconditionality result; see Lemma 11 below.

Hardy-Littlewood and Paley-type inequalities. If $\Psi$ is a growth function of order $p \in(1 / 2,1]$ then the sequence $\lambda=\left\{\lambda_{n}\right\}_{n=0}^{\infty}$ given by

$$
\lambda_{n}:= \begin{cases}1 / \Psi^{-1}(n), & \text { if } n \in \mathbb{N} \\ 0, & \text { if } n=0\end{cases}
$$

satisfies condition (2) in Theorem 2. We thus obtain the following corollary.
Corollary 3. Let $\Psi$ be a growth function of order $p \in(1 / 2,1]$. Then there exists a constant $M_{\Psi, p}>0$ such that

$$
\sum_{n=1}^{\infty} \frac{\left|f_{n}\right|}{\Psi^{-1}(n)} \leqslant M_{\Psi, p}\|F\|_{H^{\Psi}(\mathbb{D})}
$$

for all $F(z)=\sum_{n \geqslant 0} f_{n} z^{n}$ in $H^{\Psi}(\mathbb{D})$.
Corollary 3 implies a classical inequality due to Hardy and Littlewood 19]:

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{\left|f_{n}\right|}{n} \lesssim\|F\|_{H^{1}(\mathbb{D})} \tag{1.6}
\end{equation*}
$$

as well as its ' $H^{\text {log }}$ '-variant

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{\left|f_{n}\right|}{n \log (n+1)} \lesssim\|F\|_{H^{\log (\mathbb{D})}} \tag{1.7}
\end{equation*}
$$

that the present authors had obtained in 4 .
In the $q=2$ case, Theorem 2 has the following corollary which may be of independent interest.

Corollary 4. Let $\Psi$ be a growth function of order $p \in(1 / 2,1]$. Then there exists a constant $B_{\Psi}>0$ such that

$$
\left(\sum_{j=0}^{\infty}\left(\frac{2^{j}}{\Psi^{-1}\left(2^{j}\right)}\right)^{2}\left|f_{2^{j}}\right|^{2}\right)^{1 / 2} \leqslant B_{\Psi, p}\|F\|_{H^{\Psi}(\mathbb{D})}
$$

for all functions $F(z)=\sum_{n=0}^{\infty} f_{n} z^{n}$ in $H^{\Psi}(\mathbb{D})$.
Let us examine what Corollary 4 implies in some special cases. If $\Psi_{r, 1}$ is as in (1.5), then its inverse function satisfies

$$
\begin{equation*}
\Psi_{r, 1}^{-1}(t) \approx_{r} t \log ^{r}(t+e), \quad t \geqslant 0 \tag{1.8}
\end{equation*}
$$

where the implied constants depend only on $r$. Hence, when $r=0$, then Corollary 4 recovers a classical inequality due to R. E. A. C. Paley 29]:

$$
\begin{equation*}
\left(\sum_{j=0}^{\infty}\left|f_{2^{j}}\right|^{2}\right)^{1 / 2} \lesssim\|F\|_{H^{1}(\mathbb{D})} \tag{1.9}
\end{equation*}
$$

for all functions $F(z)=\sum_{n=0}^{\infty} f_{n} z^{n}$ in $H^{1}(\mathbb{D})$. The choice $r=1$ corresponds to the Hardy-Orlicz space

$$
H^{\log }(\mathbb{D}):=H^{\Psi_{1,1}}(\mathbb{D})
$$

In view of 1.8, Corollary 4 implies that

$$
\begin{equation*}
\left(\sum_{j=0}^{\infty} \frac{\left|f_{2^{j}}\right|^{2}}{(j+1)^{2}}\right)^{1 / 2} \lesssim\|F\|_{H^{\log (\mathbb{D})}} \tag{1.10}
\end{equation*}
$$

for all functions $F(z)=\sum_{n=0}^{\infty} f_{n} z^{n}$ in $H^{\log }(\mathbb{D})$, which can be regarded as a natural variant of Paley's inequality 1.9 for functions in $H^{\log }(\mathbb{D})$.

Dual spaces. It follows from the work of S. Janson 25 that the spaces $H^{\Psi}(\mathbb{D})$ and $B M O\left(\rho_{\Psi}\right)(\mathbb{D})$ can be put in duality. Recall that if

$$
\rho_{\Psi}(t):=t^{-1} / \Psi^{-1}\left(t^{-1}\right), \quad t>0
$$

then $B M O\left(\rho_{\Psi}\right)(\mathbb{D})$ is the space of holomorphic functions on $\mathbb{D}$ whose boundary values belong to

$$
B M O\left(\rho_{\Psi}\right)(\mathbb{T}):=\left\{u \in L^{2}(\mathbb{T}): \sup _{\substack{I \subset \mathbb{T} \\ I \text { arc }}} \frac{1}{\left[\rho_{\Psi}(|I|)\right]^{2}|I|} \int_{I}\left|u\left(e^{2 \pi i \theta}\right)-\langle u\rangle_{I}\right|^{2} \mathrm{~d} \theta<\infty\right\}
$$

Here, if $g \in L^{1}(\mathbb{T})$ and $J \subset \mathbb{T}$ is an arc, $\langle g\rangle_{J}$ denotes the average of $g$ over $J$. The class of functions on $\mathbb{T}$ that are boundary values of functions in $B M O\left(\rho_{\Psi}\right)(\mathbb{D})$ is denoted by $B M O A\left(\rho_{\Psi}\right)(\mathbb{T})$.

If $\Psi_{0,1}(t)=t$, then one recovers the usual BMO-type spaces, whereas the case $\Psi_{1,1}(t)=t / \log (t+e)$ corresponds to LMO-type spaces.

Note that by appealing to Corollary 4 and duality, it follows that if $\left\{a_{j}\right\}_{j=0}^{\infty}$ is a sequence of complex numbers with

$$
\begin{equation*}
\sum_{j=0}^{\infty}\left(\frac{\Psi^{-1}\left(2^{j}\right)}{2^{j}}\right)^{2}\left|a_{j}\right|^{2}<\infty \tag{1.11}
\end{equation*}
$$

then the lacunary trigonometric series

$$
\sum_{j=0}^{\infty} a_{j} e^{i 2 \pi 2^{j} \theta}
$$

is the Fourier series of a function in $B M O A\left(\rho_{\Psi}\right)(\mathbb{T})$. In the case where $\Psi(t)=$ $\Phi_{0,1}(t)=t$, condition 1.11) characterises lacunary Fourier series in $B M O A(\mathbb{T})$; see
$\S 6.3$ (iii) in Chapter IV in [33]. One might ask whether condition 1.11 actually characterises lacunary Fourier series in $\operatorname{BMOA}\left(\rho_{\Psi}\right)(\mathbb{T})$ in general. As we will see below, it does not.

Littlewood-Paley characterisations. If the growth function is of the form $\Psi=$ $\Psi_{r, 1}$ (i.e. as in 1.5) for $p=1$ ), implication (3) $\Longrightarrow$ (1) in part (b) of Theorem 2 can also be deduced from a Littlewood-Paley characterisation of $B M O\left(\rho_{\Psi_{r, 1}}\right)(\mathbb{T})$ that is of independent interest.

To state this characterisation of $B M O\left(\rho_{\Psi_{r, 1}}\right)(\mathbb{T})$, we need to introduce some notation first. For $n \in \mathbb{N}_{0}$, define

$$
\delta_{n}:= \begin{cases}V_{1}, & \text { if } n=0 \\ V_{2^{n}}-V_{2^{n-1}}, & \text { if } n \in \mathbb{N},\end{cases}
$$

where $V_{m}$ denotes the de la Vallée Poussin kernel of order $m$; see 2.4 below. For $f \in L^{1}(\mathbb{T})$ and $n \in \mathbb{N}_{0}$, define the corresponding Littlewood-Paley projection by $\Delta_{n}(f):=\delta_{n} * f$.

Theorem 5. Let $r \geqslant 0$ be a given exponent and let $\Psi_{r, 1}$ be as in (for $p=1$ ). If $u$ is a function in $L^{2}(\mathbb{T})$, then the following are equivalent:
(1) $u$ belongs to $B M O\left(\rho_{\Psi_{r, 1}}\right)(\mathbb{T})$;
(2) one has

$$
\begin{equation*}
\sup _{\substack{I \subseteq \mathbb{I}: \\ I \text { arc }:}} \frac{1}{\left[\rho_{\Psi_{r, 1}}(|I|)\right]^{2}|I|} \int_{I} \sum_{\substack{n \in \mathbb{N}_{0}: \\ 2^{n}>|I|^{-1}}}\left|\Delta_{n}(u)\left(e^{i 2 \pi \theta}\right)\right|^{2} \mathrm{~d} \theta<\infty \tag{1.12}
\end{equation*}
$$

Moreover, one has

$$
\begin{equation*}
\|u\|_{B M O\left(\rho_{\Psi_{r, 1}}\right)^{+}(\mathbb{T})} \approx_{r}\left|\int_{[0,1)} u\left(e^{i 2 \pi \theta}\right) \mathrm{d} \theta\right|+\|u\|_{\Psi_{r, 1}, *}, \tag{1.13}
\end{equation*}
$$

where

$$
\|u\|_{\Psi_{r, 1, *}}:=\left(\sup _{\substack{I \subseteq \mathbb{T} \\ I \text { arc }}} \frac{1}{\left[\rho_{\Psi_{r, 1}}(|I|)\right]^{2}|I|} \int_{I} \sum_{\substack{n \in \mathbb{N}_{0}: \\ 2^{n}>|I|^{-1}}}\left|\Delta_{n}(u)\left(e^{i 2 \pi \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{1 / 2} .
$$

Theorem 5 generalises a well-known Littlewood-Paley characterisation of functions in $B M O(\mathbb{T})$ due to M. Frazier and B. Jawerth 16 and appears to be, to the best of our knowledge, new. As we will see below, if $u$ belongs to $B M O\left(\rho_{\Psi}\right)(\mathbb{T})$ then 1.12 holds for more general Littlewood-Paley-type partitions; see Theorem 12 for a precise statement of this fact. For the $B M O$-case this is implicit in the works of J. Bourgain [8] and J. L. Rubio de Francia [30, see also M. T. Lacey 27].

Moreover, Theorem 5 can be to used to improve condition (1.11). More specifically, Theorem 5 implies the following characterisation of lacunary Fourier series in $B M O A\left(\rho_{\Psi}\right)(\mathbb{T})$ in terms of the growth of their Fourier coefficients.

Corollary 6. Let $r \geqslant 0$ be a given exponent.
Let $\left\{a_{j}\right\}_{j=0}^{\infty}$ be a sequence of complex numbers. The following are equivalent:
(1) The lacunary trigonometric series

$$
\sum_{j=0}^{\infty} a_{j} e^{i 2 \pi 2^{j} \theta}, \quad \theta \in[0,1)
$$

is the Fourier series of a function in $\operatorname{BMOA}\left(\rho_{\Psi_{r, 1}}\right)(\mathbb{T})$;
(2) one has

$$
\begin{equation*}
\sup _{N \in \mathbb{N}}\left\{\left(\frac{\Psi_{r, 1}^{-1}(N)}{N}\right)^{2} \sum_{j \geqslant \log N}\left|a_{j}\right|^{2}\right\}<\infty \tag{1.14}
\end{equation*}
$$

Note that if $\Psi$ is not the identity map, then 1.11 is strictly stronger than (1.14).
To illustrate Corollary 6, consider the case of $\operatorname{LMOA(\mathbb {T})\text {i.e.take}\Psi (t)=}$ $\Psi_{1,1}(t)=t / \log (t+e)$. Then the lacunary trigonometric series

$$
\sum_{j=0}^{\infty} a_{j} e^{i 2 \pi 2^{j} \theta}, \quad \theta \in[0,1)
$$

with $\left\{a_{j}\right\}_{j=0}^{\infty}$ being a sequence of complex numbers, is the Fourier series of a function in $\operatorname{LMOA}(\mathbb{T})$ if, and only if,

$$
\sup _{N \in \mathbb{N}}\left\{\log ^{2} N \sum_{j \geqslant \log N}\left|a_{j}\right|^{2}\right\}<\infty
$$

For instance, the function $u$ whose Fourier series is given by

$$
\begin{equation*}
u\left(e^{i 2 \pi \theta}\right) \sim \sum_{j=0}^{\infty} \frac{1}{j^{3 / 2}} e^{i 2 \pi 2^{j} \theta}, \quad \theta \in[0,1) \tag{1.15}
\end{equation*}
$$

belongs to $\operatorname{LMOA}(\mathbb{T})$. Note that the lacunary sequence in 1.15 does not satisfy (1.11) (for $\left.\Psi=\Psi_{1,1}\right)$.

Euclidean counterparts and applications. Corollary 3, and our other results, have natural counterparts in the Euclidean setting. To formulate them we need to recall the definition of Hardy-Orlicz spaces on $\mathbb{R}^{d}$. Following 38 , if $\Psi$ is a growth function, let $\mathcal{F}_{m_{\Psi}}$ denote the family of Schwartz functions on $\mathbb{R}^{d}$ given by

$$
\mathcal{F}_{m_{\Psi}}:=\left\{\phi \in \mathcal{S}\left(\mathbb{R}^{d}\right): \sup _{x \in \mathbb{R}^{d}} \sup _{\substack{\beta \in \mathbb{N}_{0}^{d}: \\|\beta| \leqslant m_{\Psi}+1}}(1+|x|)^{\left(m_{\Psi}+2\right)(d+1)}\left|\partial^{\beta} \phi(x)\right| \leqslant 1\right\}
$$

where $m_{\Psi}$ is an appropriate non-negative integer depending on $\Psi$; see p. 16 in 38 ]. For $t>0$, we use the notation $\phi_{t}(x):=t^{-d} \phi\left(t^{-1} x\right), x \in \mathbb{R}^{d}$. If $f$ is a tempered distribution on $\mathbb{R}^{d}$, define the corresponding non-tangential grand maximal function of $f$ by

$$
M_{\mathcal{F}_{m_{\Psi}}}^{*}[f](x):=\sup _{\phi \in \mathcal{F}_{m_{\Psi}}} \sup _{\substack{(y, t) \in \mathbb{R}^{d} \times[0, \infty): \\|x-y|<t}}\left|f * \phi_{t}(y)\right|, \quad x \in \mathbb{R}^{d} .
$$

The Hardy-Orlicz space $H^{\Psi}\left(\mathbb{R}^{d}\right)$ is defined as the class of all tempered distributions on $\mathbb{R}^{d}$ satisfying

$$
\int_{\mathbb{R}^{d}} \Psi\left(M_{\mathcal{F}_{m_{\Psi}}}^{*}[f](x)\right) \mathrm{d} x<\infty .
$$

If $f \in H^{\Psi}\left(\mathbb{R}^{d}\right)$, we set

$$
\|f\|_{H^{\Psi}\left(\mathbb{R}^{d}\right)}:=\inf \left\{\lambda>0: \int_{\mathbb{R}^{d}} \Psi\left(\lambda^{-1} M_{\mathcal{F}_{m_{\Psi}}}^{*}[f](x)\right) \mathrm{d} x \leqslant 1\right\}
$$

The local Hardy-Orlicz space $h^{\Psi}\left(\mathbb{R}^{d}\right)$ is defined as the class of all tempered distributions $f$ on $\mathbb{R}^{d}$ that are such that $\Psi\left(M_{\mathcal{F}_{m_{\Psi}}}^{*}, \operatorname{loc}[f]\right) \in L^{1}\left(\mathbb{R}^{d}\right)$, where

$$
M_{\mathcal{F}_{m_{\Psi}}, \operatorname{loc}}^{*}[f](x):=\sup _{\phi \in \mathcal{F}_{m_{\Psi}}} \sup _{\substack{(y, t) \in \mathbb{R}^{d} \times[0,1): \\|x-y|<t}}\left|f * \phi_{t}(y)\right|, \quad x \in \mathbb{R}^{d}
$$

Note the restriction to $\mathbb{R}^{d} \times[0,1)$ in the first supremum on the right in the definition of $M_{\mathcal{F}_{m_{\Psi}, \text { loc }}}^{*}[f]$. For $f \in h^{\Psi}\left(\mathbb{R}^{d}\right)$, one sets

$$
\|f\|_{h^{\Psi}\left(\mathbb{R}^{d}\right)}:=\inf \left\{\lambda>0: \int_{\mathbb{R}^{d}} \Psi\left(\lambda^{-1} M_{\mathcal{F}_{m_{\Psi}}}^{*} \operatorname{loc}[f](x)\right) \mathrm{d} x \leqslant 1\right\}
$$

Our next result implies a Euclidean analogue of Corollary 3 .
Theorem 7. Let $d \in \mathbb{N}$ be a given dimension and let $\Psi$ be a growth function of order $p$ with $p \in(d /(d+1), 1]$.

Then there exists a constant $C_{d, \Psi, p}>0$ such that

$$
\int_{\mathbb{R}^{d}} \frac{\Psi\left(|\xi|^{d}|\hat{f}(\xi)|\right)}{|\xi|^{2 d}} \mathrm{~d} \xi \leqslant C_{d, \Psi, p} \int_{\mathbb{R}^{d}} \Psi\left(M_{\mathcal{F}_{m_{\Psi}}^{*}}[f](x)\right) \mathrm{d} x
$$

for all $f \in H^{\Psi}\left(\mathbb{R}^{d}\right)$.
As a consequence of this result, we obtain in Corollary 28, a Euclidean counterpart of Corollary 3 .

Notice that if $f$ is a tempered distribution, then its Fourier transform does not necessarily coincide with a function. However (see e.g. [33, §5.4 (a) Chapter III]), if $f \in H^{p}\left(\mathbb{R}^{d}\right)$ with $p \in(0,1]$, its Fourier transform agrees with a continuous function and

$$
|\widehat{f}(\xi)| \lesssim_{d, p}|\xi|^{d\left(p^{-1}-1\right)}\|f\|_{h^{p}\left(\mathbb{R}^{d}\right)}, \quad \xi \in \mathbb{R}^{d}
$$

In Proposition 24 we give an extension of this result for distributions in $H^{\Psi}\left(\mathbb{R}^{d}\right)$, and an analogous result for $h^{\Psi}\left(\mathbb{R}^{n}\right)$ is obtained in Proposition 25 .

The Littlewood-Paley description of the Hardy space $h^{p}\left(\mathbb{R}^{d}\right)$ can be stated in terms of the validity of the functional inequality (see $\$ 5.1$ for the notation)

$$
\begin{equation*}
\left\|\left(\sum_{j=0}^{\infty}\left|\widetilde{\Delta}_{j} f\right|^{2}\right)^{1 / 2}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} \lesssim\|f\|_{H^{p}\left(\mathbb{R}^{d}\right)} \tag{1.16}
\end{equation*}
$$

and its reversed counterpart. The expression in the left-hand side can be identified as the norm of $f$ in the inhomogeneous Triebel-Lizorkin space $F_{p, 2}^{0}\left(\mathbb{R}^{d}\right)$, allowing the inequality to be interpreted as saying that $h^{p}\left(\mathbb{R}^{d}\right)$ is embedded in $F_{p, 2}^{0}\left(\mathbb{R}^{d}\right)$.

In Theorem 20 we give an extension of 1.16 for $p=1$, obtaining that the space $h^{\Psi_{r, 1}}\left(\mathbb{R}^{d}\right)$ can be embedded in the Triebel-Lizorkin space of generalised smoothness $F_{1,2}^{0,-r}\left(\mathbb{R}^{d}\right)$ (see $\$ 5.1$ ).

The classical Sobolev embedding yields that, given $p \in(0,1]$, if a distribution $f$ satisfies $(1-\Delta)^{\frac{d}{2 p}} f \in h^{p}\left(\mathbb{R}^{d}\right)$, then $f$ is a continuous and bounded function (see e.g. 15, Theorem 2]). Informally, this can be rephrased as saying that if $f$ has its derivatives of order smaller or equal to $d p$ in $h^{p}\left(\mathbb{R}^{d}\right)$, then $f$ is a continuous and bounded function. As a direct consequence of Corollary 28, we obtain an extension of this result for distributions in $h^{\Psi}\left(\mathbb{R}^{d}\right)$, and in particular in $h^{\Psi_{r, p}}\left(\mathbb{R}^{d}\right)$, (see Corollaries 31 and 32 , involving derivatives of logarithmic order.

In the direction of obtaining an extension of (1.16) for $\Psi_{r, p}$ for $p<1$, in Corollary 33 we establish a Sobolev-type embedding of $h^{\Psi_{r, p}}\left(\mathbb{R}^{d}\right)$ into spaces of generalised smoothness. We later apply this to establish an embedding of those distributions in $h^{\Psi_{r, p}}(\mathbb{R}), p \in(1 / 2,1]$, whose Fourier transforms are supported in $[0, \infty)$, into certain spaces of analytic functions in a halfplane (see Corollary 38).

Organisation of the paper. In Section 2 we set down basic notation and provide some background on growth functions, Hardy-Orlicz spaces and their atomic decomposition, as well as $H^{\Psi}-B M O\left(\rho_{\Psi}\right)$ duality.

Section 3 contains the proofs of Theorems 1 and 2, spread over several subsections, as well as several auxiliary results.

In Section 4, we prove Theorem 5 and discuss some of its consequences.
Section 5 is devoted to the Euclidean setting and in particular to the proof of Theorem 7 and a counterpart of Corollary 3 More specifically, in Subsection 5.3 we make some introductory remarks concerning the behaviour of the Fourier transform on Hardy-Orlicz spaces and then in Subsection 5.4 we prove Theorem 7. In subsection 5.5 we present some applications of the Euclidean results to Sobolevtype embeddings and spaces of analytic functions in a half-plane.

## 2. Notation and Background

The set of natural numbers is denoted by $\mathbb{N}$, the set of non-negative integers is denoted by $\mathbb{N}_{0}$, and the set of integers is denoted by $\mathbb{Z}$.

In what follows, we identify functions on $\mathbb{T}$ with 1-periodic functions in the usual way.

We denote the class of Schwartz functions by $\mathcal{S}\left(\mathbb{R}^{d}\right)$ and we denote by $\mathcal{C}_{0}\left(\mathbb{R}^{d}\right)$ the class of all continuous functions $f$ on $\mathbb{R}^{d}$ such that $f(x) \rightarrow 0$ as $|x| \rightarrow \infty$. The class of distributions on $\mathbb{T}$ is denoted by $\mathcal{D}^{\prime}(\mathbb{T})$.
2.1. Growth functions. We now give a formal definition of the growth functions used to define $H^{\Psi}$ spaces.

Definition 8. Let $0<p \leqslant 1$. A function $\Psi:[0, \infty) \rightarrow[0, \infty)$ is called a growth function of order $p$ if it has the following properties:

- $\Psi$ is continuous and increasing, with $\Psi(0)=0$ and $\lim _{t \rightarrow \infty} \Psi(t)=\infty$;
- the function $t \mapsto t^{-1} \Psi(t)$ is non-increasing on $(0, \infty)$;
- $\Psi$ is of lower type $p$, namely, there exists a constant $c_{\Psi, p}>0$ such that

$$
\Psi(s \cdot t) \leqslant c_{\Psi, p} \cdot s^{p} \cdot \Psi(t)
$$

for all $t \geqslant 0$ and $s \in(0,1)$.
If $\Psi$ is a growth function of order $p$ for some $p \in(0,1]$, we say that $\Psi$ is a growth function.

As noted in 6, see also 37, given a growth function $\Psi$ of order $p$, then $\widetilde{\Psi}(t):=$ $\int_{0}^{t} s^{-1} \Psi(s) \mathrm{d} s$ is also a growth function of order $p$ that is concave and point-wise equivalent to $\Psi$. Hence, in what follows, we may assume that the growth functions considered are always concave and hence, sub-additive.

In several parts of this paper we shall use the following standard fact: if $\Psi$ is a growth function of order $p$ then $t \mapsto t^{-l} \Psi(t)$ is quasi-increasing with constant $c_{\Psi, p}$ for all $l \in(0, p]$. Namely,

$$
\begin{equation*}
\frac{\Psi(s)}{s^{l}} \leqslant c_{\Psi, p} \frac{\Psi(t)}{t^{l}} \tag{2.1}
\end{equation*}
$$

for all $0<s \leqslant t$. See [37, Proposition 3.1] for further details.
2.2. Hardy-Orlicz spaces. If $\Psi$ is a growth function, then the 'real-variable' Hardy-Orlicz space $H^{\Psi}(\mathbb{T})$ consists of all distributions $f$ on $\mathbb{T}$ satisfying

$$
\int_{[0,1)} \Psi\left(f^{*}\left(e^{i 2 \pi \theta}\right)\right) \mathrm{d} \theta<\infty .
$$

Here $f^{*}$ denotes the non-tangential maximal function of $f \in \mathcal{D}^{\prime}(\mathbb{T})$ given by

$$
f^{*}\left(e^{i 2 \pi \theta}\right):=\sup _{r e^{i 2 \pi \phi} \in \Gamma(\theta)}\left|\sum_{n \in \mathbb{Z}} r^{|n|} \widehat{f}(n) e^{i 2 \pi n \phi}\right|
$$

where

$$
\Gamma(\theta):=\left\{z \in \mathbb{D}:\left|z-e^{i 2 \pi \theta}\right|<2(1-|z|)\right\}
$$

and $\widehat{f}(n):=\left\langle f, e_{n}\right\rangle, n \in \mathbb{Z}$, with $e_{n}(\theta):=e^{i 2 \pi n \theta}, \theta \in[0,1)$.
If $f \in H^{\Psi}(\mathbb{T})$, we set

$$
\|f\|_{H^{\Psi}(\mathbb{T})}:=\inf \left\{\lambda>0: \int_{[0,1)} \Psi\left(\lambda^{-1} f^{*}\left(e^{i 2 \pi \theta}\right)\right) \mathrm{d} \theta \leqslant 1\right\}
$$

The analytic Hardy-Orlicz space $H_{A}^{\Psi}(\mathbb{T})$ is defined as

$$
H_{A}^{\Psi}(\mathbb{T}):=\left\{f \in H^{\Psi}(\mathbb{T}): \operatorname{supp}(\hat{f}) \subset \mathbb{N}_{0}\right\}
$$

Recall that the Riesz projection $P$ is the multiplier operator with symbol $\chi_{\mathbb{N}_{0}}$. By arguing as in [38, Chapter 4], one can show that $P$ is bounded on $H^{\Psi}(\mathbb{T})$ and moreover, one can show that if $f \in H^{\Psi}(\mathbb{T})$ then for $f_{1}:=P(f)$ and $f_{2}:=f-f_{1}$ one has that $f=f_{1}+f_{2}, f_{1}, \overline{f_{2}} \in H_{A}^{\Psi}(\mathbb{T})$, and

$$
\begin{equation*}
\|f\|_{H^{\Psi}(\mathbb{T})} \approx\left\|f_{1}\right\|_{H_{A}^{\Psi}(\mathbb{T})}+\left\|\overline{f_{2}}\right\|_{H_{A}^{\Psi}(\mathbb{T})} \tag{2.2}
\end{equation*}
$$

It is well-known that $H^{\Psi}(\mathbb{D})$ can be identified with $H_{A}^{\Psi}(\mathbb{T})$ in the following way: if $F \in H^{\Psi}(\mathbb{D})$ then it converges in the sense of distributions to an $f \in \mathcal{D}^{\prime}(\mathbb{T})$ that belongs to $H_{A}^{\Psi}(\mathbb{T})$ with $\|F\|_{H^{\Psi}(\mathbb{D})} \lesssim\|f\|_{H^{\Psi}(\mathbb{T})}$ and conversely, if $f \in H_{A}^{\Psi}(\mathbb{T})$ then

$$
F\left(r e^{i 2 \pi \theta}\right):=\sum_{n=0}^{\infty} r^{n} \widehat{f}(n) e^{i 2 \pi n \theta}, \quad z=r e^{i 2 \pi \theta} \in \mathbb{D}
$$

is a well-defined function that belongs to $H^{\Psi}(\mathbb{D})$ and satisfies $\|f\|_{H^{\Psi}(\mathbb{T})} \lesssim\|F\|_{H^{\Psi}(\mathbb{D})}$; see, e.g., [6].
2.3. Duality and atomic decompositions. Let $\Psi$ be a growth function and let $\rho_{\Psi}$ be as above, i.e.,

$$
\begin{equation*}
\rho_{\Psi}(t):=t^{-1} / \Psi^{-1}\left(t^{-1}\right), \quad t>0 . \tag{2.3}
\end{equation*}
$$

Let $q \in[1, \infty)$. It follows from the work of Viviani 37 that $u \in \operatorname{BMO}\left(\rho_{\Psi}\right)(\mathbb{T})$ if, and only if,

$$
\sup _{\substack{I \subseteq \mathbb{T} \\ \text { arc }}}\left\{\frac{1}{\left[\rho_{\Psi}(|I|)\right]^{q}|I|} \int_{I}\left|u\left(e^{i 2 \pi \theta}\right)-\langle u\rangle_{I}\right|^{q} \mathrm{~d} \theta\right\}<\infty
$$

and moreover, one has

$$
\begin{align*}
& \|u\|_{\mathrm{BMO}^{+}\left(\rho_{\Psi}\right)(\mathbb{T})} \approx_{q}  \tag{2.4}\\
& \qquad\left|\int_{[0,1)} u\left(e^{i 2 \pi \theta}\right) \mathrm{d} \theta\right|+\sup _{\substack{I \subseteq \mathbb{T}: \\
\operatorname{arc}}}\left(\frac{1}{\left[\rho_{\Psi}(|I|)\right]^{q}|I|} \int_{I}\left|u\left(e^{i 2 \pi \theta}\right)-\langle u\rangle_{I}\right|^{q} \mathrm{~d} \theta\right)^{1 / q}
\end{align*}
$$

In particular,

$$
\begin{align*}
& \|u\|_{\mathrm{BMO}^{+}\left(\rho_{\Psi}\right)(\mathbb{T})} \approx  \tag{2.5}\\
& \qquad\left|\int_{[0,1)} u\left(e^{i 2 \pi \theta}\right) \mathrm{d} \theta\right|+\sup _{\substack{I \subseteq \mathbb{T}: \\
\text { arc }}}\left\{\Psi^{-1}\left(|I|^{-1}\right) \int_{I}\left|u\left(e^{i 2 \pi \theta}\right)-\langle u\rangle_{I}\right| \mathrm{d} \theta\right\} .
\end{align*}
$$

As was shown by Janson 25, for a given growth function $\Psi$, the dual of $H^{\Psi}$ can be identified with $B M O\left(\rho_{\Psi}\right)(\mathbb{T})$; the choice of $\rho_{\Psi}$ in 2.3 is made precisely so
as to make this duality hold. Note that $\rho_{\Psi}$ is a positive non-decreasing function [37, Proposition 3.10]. In [37], B. Viviani proved the very useful result that the Hardy-Orlicz space $H^{\Psi}\left(\mathbb{R}^{d}\right)$ admits an atomic decomposition. As a consequence, she gave another proof of Janson's result on duality.

Let us first recall the definition of atoms in the Euclidean setting.
Definition 9. Let $\Psi$ be a growth function. A locally integrable function $a_{Q}$ is said to be an atom in $H^{\Psi}\left(\mathbb{R}^{d}\right)$ associated to a cube $Q \subset \mathbb{R}^{d}$ if
i) $\operatorname{supp}\left(a_{Q}\right) \subset Q$;
ii) $\left|a_{Q}(x)\right| \leqslant \Psi^{-1}(1 /|Q|)$ for a.e. $x \in Q$;
iii) $\int_{Q} a_{Q}(x) \mathrm{d} x=0$.

Note here that

$$
\left\|\chi_{Q}\right\|_{L^{\Psi}\left(\mathbb{R}^{d}\right)}=\inf \left\{\lambda>0: \int_{Q} \Psi(1 / \lambda) \leqslant 1\right\}=1 / \Psi^{-1}(1 /|Q|)
$$

and so, the second property in the definition of atoms can be rewritten as

$$
\left\|a_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leqslant\left\|\chi_{Q}\right\|_{L^{\Psi}\left(\mathbb{R}^{d}\right)}^{-1}
$$

A tempered distribution $f$ belongs to $H^{\Psi}\left(\mathbb{R}^{d}\right)$ if, and only if, there exists a sequence $\left\{b_{Q_{k}}\right\}_{k \in \mathbb{N}}$ of multiples of $H^{\Psi}\left(\mathbb{R}^{d}\right)$-atoms such that

$$
f=\sum_{k \in \mathbb{N}} b_{Q_{k}}
$$

in the sense of distributions, and

$$
\sum_{k \in \mathbb{N}}\left|Q_{k}\right| \Psi\left(\left\|b_{Q_{k}}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right)<\infty .
$$

Moreover, we have

$$
\|f\|_{H^{\Psi}\left(\mathbb{R}^{d}\right)} \approx \Lambda_{\infty}\left(\left\{b_{Q_{k}}\right\}_{k \in \mathbb{N}}\right)
$$

where

$$
\Lambda_{\infty}\left(\left\{b_{Q_{k}}\right\}_{k \in \mathbb{N}}\right):=\inf \left\{\lambda>0: \sum_{k \in \mathbb{N}}\left|Q_{k}\right| \Psi\left(\lambda^{-1}\left\|b_{Q_{k}}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right) \leqslant 1\right\}
$$

An analogous characterisation holds in the periodic setting.
As for $H^{\Psi}\left(\mathbb{R}^{d}\right)$, the local Hardy-Orlicz space $h^{\Psi}\left(\mathbb{R}^{d}\right)$ admits an atomic decomposition (see for instance $[38, \S 8.3]$ ). Let us recall that a locally integrable function $a_{Q}$ is an atom in $h^{\Psi}\left(\mathbb{R}^{d}\right)$ associated to a cube $Q$ if it satisfies i), ii) from Definition 9 above, and
iii)' $\int_{Q} a_{Q}(x) \mathrm{d} x=0$, when $|Q|<1$.

Similarly as for $H^{\psi}\left(\mathbb{R}^{d}\right)$, a tempered distribution $f$ belongs to $h^{\Psi}\left(\mathbb{R}^{d}\right)$ if, and only if, there exist a sequence $\left\{\beta_{Q_{k}}\right\}_{k \in \mathbb{N}}$ of multiples of atoms in $h^{\Psi}\left(\mathbb{R}^{d}\right)$, such that

$$
f=\sum_{k \in \mathbb{N}} \beta_{Q_{k}}
$$

in the sense of distributions and

$$
\sum_{k \in \mathbb{N}}\left|Q_{k}\right| \Psi\left(\left\|\beta_{Q_{k}}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right)<\infty
$$

Moreover,

$$
\|f\|_{h^{\Psi}\left(\mathbb{R}^{d}\right)} \approx \Lambda_{\infty}\left(\left\{\beta_{Q_{k}}\right\}_{k \in \mathbb{N}}\right) .
$$

2.4. Well-distributed intervals and Littlewood-Paley-type projections. In this paper, we shall consider 'frequency' intervals that arise from Whitneytype decompositions of arbitrary intervals. To be more specific, following [30], if $K=\left[c_{K}-|K| / 2, c_{K}+|K| / 2\right]$ is a non-empty interval, then its Whitney decomposition $W(I)$ consists of the families of intervals

$$
\begin{gathered}
\mathbf{K}^{\text {left }}:=\left\{\left[c_{K}-\frac{|K|}{2}+\frac{2^{-(l+1)}}{3}|K|, c_{K}-\frac{|K|}{2}+\frac{2^{-l}}{3}|K|\right)\right\}_{l \in \mathbb{Z}}, \\
\mathbf{K}^{\text {centre }}:=\left\{\left[c_{K}-\frac{|K|}{6}, c_{K}+\frac{|K|}{6}\right]\right\},
\end{gathered}
$$

and

$$
\mathbf{K}^{\text {right }}:=\left\{\left(c_{K}+\frac{|K|}{2}-\frac{2^{-l}}{3}|K|, c_{K}+\frac{|K|}{2}-\frac{2^{-(l+1)}}{3}|K|\right]\right\}_{l \in \mathbb{Z}}
$$

Note that for any given non-empty interval $K$ interval, the intervals in $W(K)$ are mutually disjoint and satisfy the properties

$$
\sum_{J \in W(K)} \chi_{2 J} \|_{L^{\infty}(\mathbb{R})} \leqslant 5 \quad \text { and } \quad 2 J \subseteq K \quad \text { for all } J \in W(K) .
$$

For $n \in \mathbb{N}$, let $K_{n}$ denote the usual Fejér kernel of order $n$, namely,

$$
K_{n}\left(e^{i 2 \pi \theta}\right):=\sum_{j=-n}^{n}\left(1-\frac{|j|}{n+1}\right) e^{i 2 \pi j \theta}, \quad \theta \in[0,1)
$$

Then the de la Vallée Poussin kernel of order $m \in \mathbb{N}$ is given by

$$
V_{m}:=2 K_{2 m+1}-K_{m}
$$

and satisfies $\widehat{V_{m}}(j)=1$ for all $j \in \mathbb{Z}$ with $|j| \leqslant m+1$, and $\widehat{V_{m}}(j)=0$ for all $j \in \mathbb{Z}$ with $|j| \geqslant 2 m+1$. Moreover, $\widehat{V_{m}}$ is even and 'affine' on $[m+1,2 m+1] \cap \mathbb{Z}$.

For $m \in \mathbb{N}$, we set

$$
\sigma_{m}:=V_{2 m}-V_{m}
$$

Note that $\widehat{\sigma_{m}}(j)=0$ for all $j \in \mathbb{Z}$ with $|j| \leqslant m+1$ or $|j| \geqslant 4 m+1$. Moreover, $\widehat{\sigma_{m}}$ is even and 'affine' on $[m+1,2 m+1] \cap \mathbb{Z}$ and on $[2 m+1,4 m+1] \cap \mathbb{Z}$.

Suppose now that $K$ is an interval with $|K|=3 \cdot 2^{l+1}$ for some $l \in \mathbb{N}_{0}$ and moreover, its endpoints $l_{K}:=c_{K}-|K| / 2$ and $r_{K}:=c_{K}+|K| / 2$ are integers. Let $W(K)$ denote the Whitney decomposition of $K$. If $J \in \mathbf{K}^{\text {left }}$ and $|J| \in \mathbb{N}$, define

$$
\delta_{J}\left(e^{i 2 \pi \theta}\right):=e^{i 2 \pi r_{J} \theta} e^{-i 2 \pi(2 m) \theta} \sigma_{|J|}\left(e^{i 2 \pi \theta}\right), \quad \theta \in[0,1)
$$

where $r_{J}$ denotes the right endpoint of $J$. Similarly, if $J \in \mathbf{K}^{\text {right }}$ and $|J| \in \mathbb{N}$, define

$$
\delta_{J}\left(e^{i 2 \pi \theta}\right):=e^{i 2 \pi l_{J} \theta} e^{i 2 \pi(2 m) \theta} \sigma_{|J|}\left(e^{i 2 \pi \theta}\right), \quad \theta \in[0,1)
$$

where $l_{J}$ is the left endpoint of $J$.
For $J \in \mathbf{K}^{\text {left }} \cup \mathbf{K}^{\text {right }}$ and $f \in L^{1}(\mathbb{T})$, we set $\Delta_{J}(f):=\delta_{J} * f$.

## 3. Proofs of Theorems 1 and 2

In this section we prove Theorems 1 and 2 To this end, we shall first establish the following characterisation of $\mathcal{M}_{H^{\Psi}(\mathbb{D}) \rightarrow \ell^{1}\left(\mathbb{N}_{0}\right)}$.
Proposition 10. Let $\Psi$ be a growth function of order $p \in(1 / 2,1]$.
Let $\lambda=\left\{\lambda_{n}\right\}_{n \in \mathbb{N}_{0}}$ be a sequence of complex numbers. The following are equivalent:
(1) $\lambda$ is a multiplier from $H^{\Psi}(\mathbb{D})$ to $\ell^{1}\left(\mathbb{N}_{0}\right)$;
(2) There exists a constant $A_{\lambda, \Psi, p}>0$ such that

$$
\Gamma_{\epsilon, \lambda}^{(M)}(z):=\sum_{n=0}^{M} \epsilon_{n} \lambda_{n} z^{n}, \quad z \in \mathbb{D},
$$

belongs to $B M O\left(\rho_{\Psi}\right)(\mathbb{D})$ with

$$
\left\|\Gamma_{\epsilon, \lambda}^{(M)}\right\|_{B M O\left(\rho_{\Psi}\right)(\mathbb{D})} \leqslant A_{\lambda, \Psi, p}
$$

for every choice of $\epsilon=\left\{\epsilon_{n}\right\}_{n \in \mathbb{N}_{0}}$ with $\left|\epsilon_{n}\right| \leqslant 1, n \in \mathbb{N}_{0}$, and for all $M \in \mathbb{N}_{0}$.
Proof. To prove $(2) \Longrightarrow(1)$, fix a function

$$
F(z)=\sum_{n=0}^{\infty} f_{n} z^{n}, \quad z \in \mathbb{D}
$$

in $H^{\Psi}(\mathbb{D})$. We shall prove that there exists a constant $C_{\lambda, \Psi, p}>0$, depending only on $\lambda, \Psi$, and $p$, such that

$$
\begin{equation*}
\sum_{n=0}^{M} r^{n}\left|\lambda_{n} f_{n}\right| \leqslant C_{\lambda, \Psi, p}\|F\|_{H^{\Psi}(\mathbb{D})} \tag{3.1}
\end{equation*}
$$

for all $r \in(0,1)$ and for all $M \in \mathbb{N}_{0}$. The desired inequality then follows from 3.1) and a limiting argument.

In order to establish (3.1), fix an $r \in(0,1)$ and define $F_{r}$ by

$$
F_{r}(z):=F(r z)=\sum_{n=0}^{\infty} r^{n} f_{n} z^{n}, \quad z \in \mathbb{D} .
$$

Note that

$$
\begin{equation*}
\left\|F_{r}\right\|_{H^{\Psi}(\mathbb{D})} \leqslant\|F\|_{H^{\Psi}(\mathbb{D})} \tag{3.2}
\end{equation*}
$$

Indeed, by the definition of the norm and a change of variables,

$$
\begin{aligned}
\left\|F_{r}\right\|_{H^{\Psi}(\mathbb{D})} & =\inf \left\{\alpha>0: \sup _{0 \leqslant \rho<1} \int_{[0,1)} \Psi\left(\alpha^{-1}\left|F\left(r \rho e^{i 2 \pi \theta}\right)\right|\right) \mathrm{d} \theta \leqslant 1\right\} \\
& \leqslant \inf \left\{\alpha>0: \sup _{0 \leqslant \sigma<1} \int_{[0,1)} \Psi\left(\alpha^{-1}\left|F\left(\sigma e^{i 2 \pi \theta}\right)\right|\right) \mathrm{d} \theta \leqslant 1\right\}=\|F\|_{H^{\Psi}(\mathbb{D})} .
\end{aligned}
$$

Fix an $\epsilon=\left\{\epsilon_{n}\right\}_{n \in \mathbb{N}_{0}}$ with $\left|\epsilon_{n}\right| \leqslant 1$ for all $n \in \mathbb{N}_{0}$ and an $M \in \mathbb{N}_{0}$. We may write

$$
\begin{equation*}
\left|\sum_{n=0}^{M} \epsilon_{n} r^{n} \lambda_{n} f_{n}\right|=\mid\left\langle F_{r}, \Gamma_{\epsilon, \lambda, 0}^{(M)}\right\rangle, \tag{3.3}
\end{equation*}
$$

where $\Gamma_{\epsilon, \lambda, 0}^{(M)}$ denotes the analytic trigonometric polynomial, which is the boundary value of $\Gamma_{\epsilon, \lambda}^{(M)}$. By our assumption

$$
\left\|\Gamma_{\epsilon, \lambda}^{(M)}\right\|_{B M O\left(\rho_{\Psi}\right)(\mathbb{D})} \lesssim_{\lambda, \Psi, p} 1,
$$

where the implied constant is independent of the choice of $\epsilon=\left\{\epsilon_{n}\right\}_{n \in \mathbb{N}_{0}}$ and $M \in \mathbb{N}_{0}$. Hence, it follows from (3.3) that

$$
\left|\sum_{n=0}^{M} \epsilon_{n} r^{n} \lambda_{n} f_{n}\right| \lesssim_{\lambda, \Psi, p}\left\|F_{r}\right\|_{H^{\Psi}(\mathbb{D})}
$$

which, combined with 3.2 , yields

$$
\begin{equation*}
\left|\sum_{n=0}^{M} \epsilon_{n} r^{n} \lambda_{n} f_{n}\right| \leqslant C_{\lambda, \Psi, p}\|F\|_{H^{\Psi}(\mathbb{D})} \tag{3.4}
\end{equation*}
$$

where $C_{\lambda, \Psi, p}>0$ is independent of $\epsilon=\left\{\epsilon_{n}\right\}_{n \in \mathbb{N}_{0}}$ and $M \in \mathbb{N}_{0}$. Therefore, if we take

$$
\epsilon_{n}:= \begin{cases}\frac{\overline{f_{n}}}{\left|f_{n}\right|} \cdot \frac{\overline{\lambda_{n}}}{\left|\lambda_{n}\right|}, & \text { if } f_{n} \neq 0 \\ 0, & \text { otherwise }\end{cases}
$$

in (3.4), we deduce that (3.1) holds.
To prove the reverse implication, suppose that $\lambda=\left\{\lambda_{n}\right\}_{n \in \mathbb{N}_{0}}$ satisfies (1), i.e. $\lambda$ is a multiplier from $H^{\Psi}(\mathbb{D})$ to $\ell^{1}\left(\mathbb{N}_{0}\right)$.

For $\epsilon=\left\{\epsilon_{n}\right\}_{n \in \mathbb{N}_{0}}$ with $\left|\epsilon_{n}\right| \leqslant 1$ for all $n \in \mathbb{N}_{0}$ and $M \in \mathbb{N}_{0}$, consider the trigonometric polynomial $b_{\epsilon, \lambda}^{(M)}$ with Fourier coefficients given by

$$
\widehat{b_{\epsilon, \lambda}^{(M)}}(n):= \begin{cases}\epsilon_{n} \lambda_{n}, & \text { if } n \in \mathbb{N}_{0} \text { with } n \leqslant M \\ 0 & \text { otherwise }\end{cases}
$$

To prove (2), it suffices, in view of (2.5), to show that

$$
\begin{equation*}
\sup _{\substack{I \subseteq \mathbb{T}: \\ \operatorname{arc}}}\left\{\Psi^{-1}\left(|I|^{-1}\right) \int_{I}\left|b_{\epsilon, \lambda}^{(M)}\left(e^{i 2 \pi \theta}\right)-\left\langle b_{\epsilon, \lambda}^{(M)}\right\rangle_{I}\right| \mathrm{d} \theta\right\} \leqslant A_{\lambda, \Psi, p} \tag{3.5}
\end{equation*}
$$

our arguments are in part inspired by a trick in [26, p. 946]. To establish 3.5p, fix an $\operatorname{arc} I$ in $\mathbb{T}$ and define

$$
a_{I}:=\frac{\Psi^{-1}\left(|I|^{-1}\right)}{2}\left(e^{i \arg \left\{b_{\epsilon, \lambda}^{(M)}-\left\langle b_{\epsilon, \lambda}^{(M)}\right\rangle_{I}\right\}}-\left\langle e^{i \arg \left\{b_{\epsilon, \lambda}^{(M)}-\left\langle b_{\epsilon, \lambda}^{(M)}\right\rangle_{I}\right\}^{\prime}}\right\rangle_{I}\right) \chi_{I} .
$$

Then, $\operatorname{supp}\left(a_{I}\right) \subseteq I, \int_{I} a_{I}=0,\left\|a_{I}\right\|_{L^{\infty}(\mathbb{T})} \leqslant \Psi^{-1}\left(|I|^{-1}\right)$ and so, $a_{I}$ is an $H^{\Psi}$-atom. Moreover,

$$
\begin{aligned}
& \Psi^{-1}\left(|I|^{-1}\right) \int_{I}\left|b_{\epsilon, \lambda}^{(M)}\left(e^{i 2 \pi \theta}\right)-\left\langle b_{\epsilon, \lambda}^{(M)}\right\rangle_{I}\right| \mathrm{d} \theta \\
& =2\left|\int_{I}\left(b_{\epsilon, \lambda}^{(M)}\left(e^{i 2 \pi \theta}\right)-\left\langle b_{\epsilon, \lambda}^{(M)}\right\rangle_{I}\right) \overline{a_{I}\left(e^{i 2 \pi \theta}\right)} \mathrm{d} \theta\right|
\end{aligned}
$$

Hence, Parseval's identity yields

$$
\Psi^{-1}\left(|I|^{-1}\right) \int_{I}\left|b_{\epsilon, \lambda}^{(M)}\left(e^{i 2 \pi \theta}\right)-\left\langle b_{\epsilon, \lambda}^{(M)}\right\rangle_{I}\right| \mathrm{d} \theta \leqslant 2 \sum_{n=0}^{M}\left|\lambda_{n} \widehat{a}_{I}(n)\right|
$$

and so, our assumption on $\lambda=\left\{\lambda_{n}\right\}_{n \in \mathbb{N}_{0}}$ implies that

$$
\begin{equation*}
\Psi^{-1}\left(|I|^{-1}\right) \int_{I}\left|b_{\epsilon, \lambda}^{(M)}\left(e^{i 2 \pi \theta}\right)-\left\langle b_{\epsilon, \lambda}^{(M)}\right\rangle_{I}\right| \mathrm{d} \theta \leqslant 2 C_{\lambda, \Psi, p}\left\|a_{I}\right\|_{H^{\Psi}(\mathbb{T})} \tag{3.6}
\end{equation*}
$$

Since $a_{I}$ is an $H^{\Psi}$-atom, 3.5 follows from (3.6).
3.1. Proof of Theorem 1. The equivalence of (2) and (3) follows immediately from a geometric summation and the properties of $\Psi^{-1}$. Indeed, since $\Psi$ is a growth function of order $p$, it follows that $\Psi^{-1}$ grows at most polynomially and is thus quasi-constant on intervals of the form $\left[2^{N}, 2^{N+1}\right]$ that is, $\Psi^{-1}(t) \approx \Psi^{-1}\left(2^{N}\right)$ for all $t \in\left[2^{N}, 2^{N+1}\right]$ with the implied constants being independent of $N$.

As to the equivalence of (1) and (2), we start by observing that it suffices to prove the case $q=1$. Indeed, to see this, notice that, for $q \in(1, \infty)$, a sequence $\lambda=\left\{\lambda_{n}\right\}_{n \in \mathbb{N}_{0}}$ is a multiplier from $H^{\Psi}(\mathbb{D})$ to $\ell^{q}\left(\mathbb{N}_{0}\right)$ if, and only if, for every $\alpha=$ $\left\{\alpha_{n}\right\}_{n \in \mathbb{N}_{0}}$ the sequence $\lambda_{\alpha}=\left\{\alpha_{n} \lambda_{n}\right\}_{n \in \mathbb{N}_{0}}$ is a multiplier from $H^{\Psi}(\mathbb{D})$ to $\ell^{1}\left(\mathbb{N}_{0}\right)$ with

$$
\left\|\lambda_{\alpha}\right\|_{\mathcal{M}_{H^{\Psi}(\mathbb{D}) \rightarrow \ell^{1}\left(\mathbb{N}_{0}\right)}} \leqslant\|\alpha\|_{\ell^{\prime}\left(\mathbb{N}_{0}\right)}\|\lambda\|_{\mathcal{M}_{H^{\Psi}(\mathbb{D}) \rightarrow \ell^{q}\left(\mathbb{N}_{0}\right)}}
$$

Hence, if $(1) \Leftrightarrow(2)$ holds for $q=1$ then $(1) \Leftrightarrow(2)$ holds for $q \in(1, \infty)$ as well.

We will now turn to the proof of the case $q=1$. Suppose that $\left\{\lambda_{n}\right\}_{n \in \mathbb{N}_{0}}$ is an $H^{\Psi}(\mathbb{D})-\ell^{1}\left(\mathbb{N}_{0}\right)$ multiplier of norm 1 , hence also $\left\{\left|\lambda_{n}\right|\right\}_{n \in \mathbb{N}_{0}} \in \mathcal{M}_{H^{\Psi}(\mathbb{D}) \rightarrow \ell^{1}\left(\mathbb{N}_{0}\right)}$ with the same norm. Let $N \in \mathbb{N}$. By Proposition 10, the function

$$
b_{N}\left(e^{i 2 \pi \theta}\right):=\sum_{n=1}^{N}\left|\lambda_{n}\right| e^{i 2 \pi n \theta}, \quad \theta \in[0,1)
$$

is in $B M O\left(\rho_{\Psi}\right)(\mathbb{T})$, with norm bound independent of $N$.
Letting $I:=\left[0,(4 N)^{-1}\right]$, note that since

$$
\begin{equation*}
\langle\sin (2 \pi n \cdot)\rangle_{I}-\sin (2 \pi n \theta) \approx\langle\sin (2 \pi n \cdot)\rangle_{I} \approx \frac{n}{N} \tag{3.7}
\end{equation*}
$$

for $\theta \in\left[0,(16 N)^{-1}\right]$, we have

$$
\begin{aligned}
\sum_{n=1}^{N}\left|\lambda_{n}\right| \frac{n}{N^{2}} & \lesssim \int_{I}\left|\sum_{n=1}^{N}\right| \lambda_{n}\left|\left(\sin (2 \pi n \theta)-\langle\sin (2 \pi n \cdot)\rangle_{I}\right)\right| \mathrm{d} \theta \\
& \lesssim \int_{I}\left|b_{N}\left(e^{i 2 \pi \theta}\right)-\left\langle b_{N}\right\rangle_{I}\right| \mathrm{d} \theta
\end{aligned}
$$

and hence,

$$
\begin{equation*}
\sum_{n=1}^{N}\left|\lambda_{n}\right| \frac{n}{N^{2}} \lesssim \frac{1}{\Psi^{-1}\left(|I|^{-1}\right)} \tag{3.8}
\end{equation*}
$$

Now, since $t \mapsto t^{-1} \Psi(t)$ is non-increasing on ( $0, \infty$ ), the map $t \mapsto t^{-1} / \Psi^{-1}(t)$ is non-decreasing on $(0, \infty)$ and hence,

$$
\sum_{n=1}^{N} \Psi^{-1}(n)\left|\lambda_{n}\right| \leqslant \sum_{n=1}^{N} \Psi^{-1}(N) \frac{n}{N}\left|\lambda_{n}\right| \lesssim N
$$

where the implied constant in the second inequality does not depend on $N$.
Conversely, suppose that (2) holds for $q=1$. By Proposition 10 , we have to check that the function

$$
\Gamma_{\epsilon, \lambda}^{(M)}(z):=\sum_{n=0}^{M} \epsilon_{n} \lambda_{n} z^{n}, \quad z \in \mathbb{D}
$$

belongs to $B M O\left(\rho_{\Psi}\right)(\mathbb{D})$, uniformly for every choice of $\epsilon=\left\{\epsilon_{n}\right\}_{n \in \mathbb{N}_{0}}$ with $\left|\epsilon_{n}\right| \leqslant 1$, $n \in \mathbb{N}_{0}$, and for all $M \in \mathbb{N}_{0}$. To this end, fix an interval $I$ in $\mathbb{T}$ and let $N \in \mathbb{N}$ be such that

$$
\frac{1}{N} \leqslant|I| \leqslant \frac{2}{N}
$$

We write

$$
\begin{equation*}
\Gamma_{\epsilon, \lambda}^{(M)}=K_{\varepsilon, \lambda}+N_{\varepsilon, \lambda}, \tag{3.9}
\end{equation*}
$$

where

$$
K_{\varepsilon, \lambda}(z):=\sum_{n \leqslant|I|^{-1}} \epsilon_{n} \lambda_{n} z^{n} \quad \text { and } \quad N_{\varepsilon, \lambda}(z):=\sum_{M \geqslant n>|I|^{-1}} \epsilon_{n} \lambda_{n} z^{n}, \quad z \in \mathbb{D} .
$$

We consider first

$$
\begin{aligned}
\int_{I}\left|K_{\varepsilon, \lambda}\left(e^{i 2 \pi \theta}\right)-\left\langle K_{\varepsilon, \lambda}\right\rangle_{I}\right| \mathrm{d} \theta & \leqslant \frac{1}{|I|} \int_{I} \int_{I}\left|K_{\varepsilon, \lambda}\left(e^{i 2 \pi \theta}\right)-K_{\varepsilon, \lambda}\left(e^{i 2 \pi \phi}\right)\right| \mathrm{d} \theta \mathrm{~d} \phi \\
& \lesssim \sum_{n \leqslant|I|^{-1}} n\left|\lambda_{n}\right| \frac{1}{|I|} \int_{I} \int_{I}|\theta-\phi| \mathrm{d} \theta \mathrm{~d} \phi \\
& \lesssim \sum_{n \leqslant|I|^{-1}} n\left|\lambda_{n}\right||I|^{2} \\
& \lesssim|I| \sum_{k=1}^{\infty} 2^{-k} \sum_{2^{-k+1}|I|^{-1} \geqslant n>2^{-k}|I|^{-1}}\left|\lambda_{n}\right| \\
& \lesssim|I| \sum_{k=1}^{\infty} 2^{-k} \frac{2^{-k}|I|^{-1}}{\Psi^{-1}\left(2^{-k}|I|^{-1}\right)} \\
& =|I|^{1+1 / p} \sum_{k=1}^{\infty} 2^{-k(2-1 / p)} \frac{2^{-k / p}|I|^{-1 / p}}{\Psi^{-1}\left(2^{-k}|I|^{-1}\right)} \\
& \lesssim p|I|^{1+1 / p} \frac{|I|^{-1 / p}}{\Psi^{-1}\left(|I|^{-1}\right)}=\frac{1}{\Psi^{-1}\left(|I|^{-1}\right)}
\end{aligned}
$$

where we used that, since $\Psi$ is a growth function of order $p>1 / 2, t \mapsto t^{1 / p} / \Psi^{-1}(t)$ is quasi-increasing on $(0, \infty)$.

To show that

$$
\begin{equation*}
\int_{I}\left|N_{\varepsilon, \lambda}\left(e^{i 2 \pi \theta}\right)-\left\langle N_{\varepsilon, \lambda}\right\rangle_{I}\right| \mathrm{d} \theta \lesssim \frac{1}{\Psi^{-1}\left(|I|^{-1}\right)}, \tag{3.10}
\end{equation*}
$$

we shall estimate

$$
\begin{aligned}
\int_{I}\left|N_{\varepsilon, \lambda}\left(e^{i 2 \pi \theta}\right)-\left\langle N_{\varepsilon, \lambda}\right\rangle_{I}\right|^{2} \mathrm{~d} \theta & \lesssim \int_{I}\left|N_{\varepsilon, \lambda}\left(e^{i 2 \pi \theta}\right)\right|^{2} \mathrm{~d} \theta \\
& \lesssim|I| \sum_{k=0}^{\infty}\left(\sum_{2^{k+1}|I|^{-1} \geqslant n>2^{k}|I|^{-1}}\left|\lambda_{n}\right|\right)^{2} \\
& \lesssim|I| \sum_{k=0}^{\infty} \frac{2^{2 k}|I|^{-2}}{\left[\Psi^{-1}\left(|I|^{-1} 2^{k}\right)\right]^{2}} \\
& \lesssim|I| \int_{|I|^{-1}}^{\infty} \frac{t}{\left[\Psi^{-1}(t)\right]^{2}} \mathrm{~d} t \\
& \lesssim|I| \frac{|I|^{-2 / p}}{\left[\Psi^{-1}\left(|I|^{-1}\right)\right]^{2}} \int_{|I|^{-1}}^{\infty} \frac{1}{t^{2 / p-1}} \mathrm{~d} t \lesssim \frac{|I|^{-1}}{\left[\Psi^{-1}\left(|I|^{-1}\right)\right]^{2}}
\end{aligned}
$$

where we have used orthogonality in the first inequality and Lemma 11, Part (1) below in the second inequality, and finally the fact that $\Psi$ is of upper type $p \in$ $(1 / 2,1)$. Hence, (3.10) follows from the Cauchy-Schwarz inequality and the last estimate.

In this last part of the proof of Theorem 1 we used Lemma 11 below, which can be understood as an unconditionality estimate.

At this point, we would like to mention that, even though the statement of Lemma 11 might seem classical, we have not found Part (2), which will be required for the proof of Theorem 2 below, in the existing literature or been able to directly extract it from known results. The proof of Lemma 11, Part (2) that we present here is elementary, if somewhat technical, and uses the $\ell^{2}$-boundedness of the discrete Hilbert transform. We deduce Part (1) from Part (2) here, but it can also be proved with a simpler direct estimate.

Lemma 11. If $n \in \mathbb{N}_{0}$, then for every interval $I$ with $|I|=2^{-n}$ and for every analytic trigonometric polynomial $f$,
(1)

$$
\int_{I}\left|f\left(e^{i 2 \pi \theta}\right)\right|^{2} \mathrm{~d} \theta \lesssim|I|\left(\sum_{j=0}^{2^{n}-1}\left|f_{j}\right|\right)^{2}+|I| \sum_{k=0}^{\infty}\left(\sum_{j=2^{k} 2^{n}}^{2^{k+1} 2^{n}-1}\left|f_{j}\right|\right)^{2}
$$

(2)

$$
\int_{I}\left|f\left(e^{i 2 \pi \theta}\right)\right|^{2} \mathrm{~d} \theta \lesssim|I| \sum_{k=0}^{\infty}\left(\sum_{j=k 2^{n}}^{(k+1) 2^{n}-1}\left|f_{j}\right|\right)^{2}
$$

where $f_{j}:=\hat{f}(j), j \in \mathbb{N}_{0}$.
Proof. Let $|I|=2^{-n}$. We remark that Part (1) of the lemma follows from Part (2) by a simple $\ell^{1}-\ell^{2}$ estimate, so it suffices to prove Part (2).

Note that

$$
\begin{aligned}
\int_{I} f\left(e^{i 2 \pi \theta}\right) \overline{f\left(e^{i 2 \pi \theta}\right)} \mathrm{d} \theta & =\sum_{k_{1}=0}^{\infty} \sum_{k_{2}=0}^{\infty} \sum_{j=k_{1} 2^{n}}^{\left(k_{1}+1\right) 2^{n}-1} \sum_{l=k_{2} 2^{n}}^{\left(k_{2}+1\right) 2^{n}-1} f_{j} \overline{f_{l}} \int_{I} e^{i 2 \pi(j-l) \theta} \mathrm{d} \theta \\
& =\mathrm{I}+\mathrm{II},
\end{aligned}
$$

where

$$
\mathrm{I}:=\sum_{\substack{k_{1}, k_{2} \geqslant 0: \\\left|k_{1}-k_{2}\right| \leqslant 1}} \sum_{j=k_{1} 2^{n}}^{\left(k_{1}+1\right) 2^{n}-1} \sum_{l=k_{2} 2^{n}}^{\left(k_{2}+1\right) 2^{n}-1} f_{j} \overline{f_{l}} \int_{I} e^{i 2 \pi(j-l) \theta} \mathrm{d} \theta
$$

and

$$
\mathrm{II}:=\sum_{\substack{k_{1}, k_{2} \geqslant 0: \\\left|k_{1}-k_{2}\right| \geqslant 2}} \sum_{j=k_{1} 2^{n}}^{\left(k_{1}+1\right) 2^{n}-1} \sum_{l=k_{2} 2^{n}}^{\left(k_{2}+1\right) 2^{n}-1} f_{j} \overline{f_{l}} \int_{I} e^{i 2 \pi(j-l) \theta} \mathrm{d} \theta .
$$

Term I may easily be estimated by

$$
|\mathrm{I}| \leqslant \sum_{\substack{k_{1}, k_{2} \geqslant 0: \\\left|k_{1}-k_{2}\right| \leqslant 1}} \sum_{j=k_{1} 2^{n}}^{\left(k_{1}+1\right) 2^{n}-1} \sum_{l=k_{2} 2^{n}}^{\left(k_{2}+1\right) 2^{n}-1}\left|f_{j}\right| \cdot\left|f_{l}\right| \cdot 2^{-n} \leqslant 3 \cdot 2^{-n} \sum_{k \geqslant 0}\left(\sum_{j=k 2^{n}}^{(k+1) 2^{n}-1}\left|f_{j}\right|\right)^{2} .
$$

For term II, consider first the case $I=\left[0,2^{-n}\right]$. Then

$$
\begin{aligned}
& \sum_{\substack{k_{1}, k_{2} \geqslant 0: \\
\left|k_{1}-k_{2}\right| \geqslant 2}} \sum_{j=k_{1} 2^{n}}^{\left(k_{1}+1\right) 2^{n}-1} \sum_{l=k_{2} 2^{n}}^{\left(k_{2}+1\right) 2^{n}-1} f_{j} \overline{f_{l}} \int_{I} e^{i 2 \pi(j-l) \theta} \mathrm{d} \theta= \\
& \sum_{\substack{k_{1}, k_{2} \geqslant 0: \\
\left|k_{1}-k_{2}\right| \geqslant 2}} \sum_{j=k_{1} 2^{n}}^{\left(k_{1}+1\right) 2^{n}-1} \sum_{l=k_{2} 2^{n}}^{\left(k_{2}+1\right) 2^{n}-1} f_{j} \overline{f_{l}} \frac{1-e^{i 2 \pi(j-l) 2^{-n}}}{i 2 \pi(j-l)}= \\
& \text { III }+\mathrm{IV},
\end{aligned}
$$

where

$$
\text { III := } \sum_{\substack{k_{1}, k_{2} \geqslant 0: \\ k_{1} \neq k_{2}}}^{\infty} \sum_{j=k_{1} 2^{n}}^{\left(k_{1}+1\right) 2^{n}-1} \sum_{l=k_{2} 2^{n}}^{\left(k_{2}+1\right) 2^{n}-1} f_{j} \overline{f_{l}} \frac{1}{i 2 \pi(j-l)}
$$

and

$$
\mathrm{IV}:=-\sum_{\substack{k_{1}, k_{2} \geqslant 0: \\ k_{1} \neq k_{2}}}^{\infty} \sum_{j=k_{1} 2^{n}}^{\left(k_{1}+1\right) 2^{n}-1} \sum_{l=k_{2} 2^{n}}^{\left(k_{2}+1\right) 2^{n}-1} f_{j} \bar{f}_{l} \frac{e^{i 2 \pi(j-l) 2^{-n}}}{i 2 \pi(j-l)} .
$$

Moreover,

$$
\begin{aligned}
\mathrm{III} & =\sum_{\substack{k_{1}, k_{2} \geqslant 0: \\
\left|k_{1}-k_{2}\right| \geqslant 2}}^{\infty} \sum_{j_{1}=0}^{2^{n}-1} \sum_{j_{2}=0}^{2^{n}-1} f_{k_{1} 2^{n}+j_{1}} \overline{f_{k_{2} 2^{n}+j_{2}}} \frac{1}{i 2 \pi\left(2^{n}\left(k_{1}-k_{2}\right)+\left(j_{1}-j_{2}\right)\right)} \\
& =\mathrm{V}+\mathrm{VI},
\end{aligned}
$$

where

$$
\mathrm{V}:=\sum_{\substack{k_{1}, k_{2} \geqslant 0: \\\left|k_{1}-k_{2}\right| \geqslant 2}} \sum_{j_{1}=0}^{2^{n}-1} \sum_{j_{2}=0}^{2^{n}-1} f_{k_{1} 2^{n}+j_{1}} \overline{f_{k_{2} 2^{n}+j_{2}}} \frac{1}{i 2 \pi 2^{n}\left(k_{1}-k_{2}\right)}
$$

and

$$
\begin{aligned}
& \mathrm{VI}:= \\
& \qquad \sum_{\substack{k_{1}, k_{2} \geqslant 0 ; \\
\left|k_{1}-k_{2}\right| \geqslant 2}}^{\infty} \sum_{j_{1}=0}^{2^{n}-1} \sum_{j_{2}=0}^{2^{n}-1} f_{k_{1} 2^{n}+j_{1}} \overline{f_{k_{2} 2^{n}+j_{2}}} \frac{j_{2}-j_{1}}{i 2 \pi\left(2^{n}\left(k_{1}-k_{2}\right)+\left(j_{1}-j_{2}\right)\right) 2^{n}\left(k_{1}-k_{2}\right)} .
\end{aligned}
$$

Term V can be estimated by

$$
\begin{aligned}
& \left|\sum_{\left|k_{1}-k_{2}\right| \geqslant 2} \sum_{j_{1}=0}^{2^{n}-1} \sum_{j_{2}=0}^{2^{n}-1} f_{k_{1} 2^{n}+j_{1}} \overline{f_{k_{2} 2^{n}+j_{2}}} \frac{1}{i 2 \pi 2^{n}\left(k_{1}-k_{2}\right)}\right|= \\
& \frac{2^{-n}}{2 \pi}\left|\sum_{\left|k_{1}-k_{2}\right| \geqslant 2}\left(\sum_{j_{1}=0}^{2^{n}-1} f_{k_{1} 2^{n}+j_{1}}\right)\left(\sum_{j_{2}=0}^{2^{n}-1} \overline{f_{k_{2} 2^{n}+j_{2}}}\right) \frac{1}{k_{1}-k_{2}}\right| \lesssim \\
& 2^{-n} \sum_{k \geqslant 1}\left(\sum_{j=k 2^{n}}^{(k+1) 2^{n}-1}\left|f_{j}\right|\right)^{2},
\end{aligned}
$$

where we use the boundedness of the discrete Hilbert transform on $l^{2}$.
For term VI, we observe that

$$
\left|\frac{j_{2}-j_{1}}{i 2 \pi\left(2^{n}\left(k_{1}-k_{2}\right)+\left(j_{1}-j_{2}\right)\right) 2^{n}\left(k_{1}-k_{2}\right)}\right| \leqslant 2 \cdot 2^{-n} \frac{1}{2 \pi\left(k_{1}-k_{2}\right)^{2}}
$$

for $\left|k_{1}-k_{2}\right| \geqslant 2$ and $j_{1}, j_{2} \in\left\{0,1, \cdots, 2^{n}-1\right\}$, which yields

$$
\begin{aligned}
& \left|\sum_{\substack{k_{1}, k_{2} \geqslant 0 \\
\left|k_{1}-k_{2}\right| \geqslant 2}}^{\infty} \sum_{j_{1}=0}^{2^{n}-1} \sum_{j_{2}=0}^{2^{n}-1} f_{k_{1} 2^{n}+j_{1}} \overline{f_{k_{2} 2^{n}+j_{2}}} \frac{j_{2}-j_{1}}{i 2 \pi\left(2^{n}\left(k_{1}-k_{2}\right)+\left(j_{1}-j_{2}\right)\right) 2^{n}\left(k_{1}-k_{2}\right)}\right| \leqslant \\
& \frac{2^{-n}}{\pi} \sum_{\left|k_{1}-k_{2}\right| \geqslant 2}\left(\sum_{j_{1}=0}^{2^{n}-1}\left|f_{k_{1} 2^{n}+j_{1} \mid}\right|\right)\left(\sum_{j_{2}=0}^{2^{n}-1}\left|f_{k_{2} 2^{n}+j_{2}}\right|\right) \frac{1}{\left(k_{1}-k_{2}\right)^{2}} \lesssim \\
& 2^{-n} \sum_{k \geqslant 0}\left(\sum_{j=k 2^{n}}^{(k+1) 2^{n}-1}\left|f_{j}\right|\right)^{2},
\end{aligned}
$$

where we use the the boundedness of the linear operator on $\ell^{2}$ induced by the matrix

$$
\left(\frac{1}{\left(k_{1}-k_{2}\right)^{2}}\right)_{k_{1}, k_{2} \geqslant 0,\left|k_{1}-k_{2}\right| \geqslant 2},
$$

as can be verified e.g. by appealing to the Schur test.
Note that we have yet to estimate term IV. Instead of doing this directly, we observe that for $I=\left[a, a+2^{-n}\right]$, term II becomes

$$
\sum_{\substack{k_{1}, k_{2} \geqslant 0: \\\left|k_{1}-k_{2}\right| \geqslant 2}} \sum_{j=k_{1} 2^{n}}^{\left(k_{1}+1\right) 2^{n}-1} \sum_{l=k_{2} 2^{n}}^{\left(k_{2}+1\right) 2^{n}-1} f_{j} \bar{f}_{l} \frac{e^{i 2 \pi(j-l) a}-e^{i 2 \pi(j-l)\left(a+2^{-n}\right)}}{i 2 \pi(j-l)}=\mathrm{VII}+\text { VIII }
$$

where

$$
\mathrm{VII}:=\sum_{\substack{k_{1}, k_{2} \geqslant 0: \\\left|k_{1}-k_{2}\right| \geqslant 2}} \sum_{j=k_{1} 2^{n}}^{\left(k_{1}+1\right) 2^{n}-1} \sum_{l=k_{2} 2^{n}}^{\left(k_{2}+1\right) 2^{n}-1} e^{i 2 \pi j a} f_{j} \overline{e^{i 2 \pi l a} f_{l}} \frac{1}{i 2 \pi(j-l)}
$$

and

$$
\text { VIII }:=-\sum_{\substack{k_{1}, k_{2} \geq 0 ; \\\left|k_{1}-k_{2}\right| \geqslant 2}} \sum_{j=k_{1} 2^{n}}^{\left(k_{1}+1\right) 2^{n}-1} \sum_{l=k_{2} 2^{n}}^{\left(k_{2}+1\right) 2^{n}-1} e^{i 2 \pi j\left(a+2^{-n}\right)} f_{j} \overline{e^{i 2 \pi l\left(a+2^{-n}\right)} f_{l}} \frac{1}{i 2 \pi(j-l)} .
$$

To handle these last expressions, note that VII and VIII have exactly the same form as term III, just with unimodular factors on the Fourier coefficients $f_{j}$. This observation combined with our previous estimates finishes the proof of the lemma.
3.2. Proof of Theorem 2. We begin with the implication (ii) $\Rightarrow$ (i) in Part (a). Proceeding along the same lines as in the proof of Theorem 1, we perform the splitting (3.9) into high and low frequencies. A simple duality argument again shows that it suffices to prove the case $q=1$. Note that in this case condition (ii) in Theorem 2, Part (a), implies in particular condition (ii) in Theorem 1, so the low frequency estimate for $K_{\varepsilon, \lambda}$ goes through without change (the upper type of $\Psi$ is not required here). As to the high frequency estimate for $N_{\varepsilon, \lambda}$, we write

$$
\begin{aligned}
\int_{I}\left|N_{\varepsilon, \lambda}\left(e^{i 2 \pi \theta}\right)-\left\langle N_{\varepsilon, \lambda}\right\rangle_{I}\right|^{2} \mathrm{~d} \theta & \leqslant \int_{I}\left|N_{\varepsilon, \lambda}\left(e^{i 2 \pi \theta}\right)\right|^{2} \mathrm{~d} \theta \\
& \lesssim|I| \sum_{k=1}^{\infty}\left(\sum_{(k+1)|I|^{-1} \geqslant n>k|I|^{-1}}\left|\lambda_{n}\right|\right)^{2} \\
& \lesssim \frac{|I|^{-1}}{\left(\Psi^{-1}\left(|I|^{-1}\right)\right)^{2}}
\end{aligned}
$$

by condition (ii), where we have now used the full power of Lemma 11, namely Part (2).

For the reverse estimate, note that by Proposition 10 the function

$$
b_{\varepsilon}\left(e^{i 2 \pi \theta}\right)=\sum_{k=1}^{M} \varepsilon_{k} \sum_{n=k N}^{(k+1) N-1} e^{i 2 \pi n \theta}\left|\lambda_{n}\right|=\sum_{k=1}^{M} \varepsilon_{k} b_{k}\left(e^{i 2 \pi \theta}\right)
$$

is in $B M O\left(\rho_{\Psi}\right)(\mathbb{D})$, uniformly for every choice of $\epsilon=\left\{\epsilon_{k}\right\}_{k \in \mathbb{N}}$ with $\left|\epsilon_{k}\right| \leqslant 1$ and for all $M \in \mathbb{N}$, so in particular for $\varepsilon_{k} \in\{-1,1\}$. As above, we choose $I=\left[0,(4 N)^{-1}\right]$. Here,

$$
b_{k}\left(e^{i 2 \pi \theta}\right):=\sum_{n=k N}^{(k+1) N-1} e^{i 2 \pi n \theta}\left|\lambda_{n}\right|, \quad \theta \in[0,1) .
$$

An integration over the standard product probability space $\Omega=\{-1,1\}^{\mathbb{N}}$ and an application of Khintchine's Theorem (see, e.g., [18, Appendix C]) thus yields

$$
\begin{aligned}
\frac{1}{\Psi^{-1}\left(|I|^{-1}\right)} & \gtrsim \int_{\Omega} \int_{I}\left|b_{\varepsilon}\left(e^{i 2 \pi \theta}\right)-\left\langle b_{\varepsilon}\right\rangle_{I}\right| \mathrm{d} \theta \mathrm{~d} \mathbb{P}(\varepsilon) \\
& \approx\left(\sum_{k=1}^{M}\left(\int_{I}\left|\sum_{n=k N}^{(k+1) N-1} e^{i 2 \pi n \theta}\right| \lambda_{n}\left|-\left\langle b_{k}\right\rangle_{I}\right| \mathrm{d} \theta\right)^{2}\right)^{1 / 2} \\
& =\left(\sum_{k=1}^{M}\left(\int_{I}\left|\sum_{n=k N}^{(k+1) N-1} e^{i 2 \pi(n-k N) \theta}\right| \lambda_{n}\left|-e^{-i 2 \pi k N \theta}\left\langle b_{k}\right\rangle_{I}\right| \mathrm{d} \theta\right)^{2}\right)^{1 / 2} \\
& \gtrsim\left(\sum_{k=1}^{M}\left(\sum_{n=k N}^{(k+1) N-1}\left|\lambda_{n}\right|\right)^{2}\right)^{1 / 2} \frac{1}{N}
\end{aligned}
$$

where we used a similar argument as in the proof of (3.8) for the last inequality. To make this precise, we note that for any $k$,

$$
\left|\sum_{n=k N}^{(k+1) N-1} e^{i 2 \pi n \theta}\right| \lambda_{n}| |=\left|\sum_{n=k N}^{(k+1) N-1} e^{i 2 \pi(n-k N) \theta}\right| \lambda_{n}| | \geqslant \frac{1}{\sqrt{2}} \sum_{n=k N}^{(k+1) N-1}\left|\lambda_{n}\right|
$$

for all $\theta \in I$. If

$$
\begin{equation*}
\left|\left\langle b_{k}\right\rangle_{I}\right| \leqslant \frac{1}{4} \sum_{n=k N}^{(k+1) N-1}\left|\lambda_{n}\right| \tag{3.11}
\end{equation*}
$$

this implies

$$
\begin{equation*}
\int_{I}\left|\sum_{n=k N}^{(k+1) N-1} e^{i 2 \pi n \theta}\right| \lambda_{n}\left|-\left\langle b_{k}\right\rangle_{I}\right| \mathrm{d} \theta \geqslant|I| \frac{1}{4} \sum_{n=k N}^{(k+1) N-1}\left|\lambda_{n}\right| . \tag{3.12}
\end{equation*}
$$

Inequality (3.11), and therefore (3.12), hold in particular for $k \geqslant 4$.
If

$$
\left|\left\langle b_{k}\right\rangle_{I}\right|>\frac{1}{4} \sum_{n=k N}^{(k+1) N-1}\left|\lambda_{n}\right|
$$

then $k \leqslant 3$. Choosing

$$
\tilde{I}=\left[0, \frac{1}{16 N}\right] \quad \text { and } \quad \tilde{\tilde{I}}=\left[0, \frac{1}{64 N}\right]
$$

we note that on $\tilde{I}$, all terms in $b_{k}$ only take values in the first quadrant of $\mathbb{C}$ and hence

$$
\begin{aligned}
& \int_{\tilde{I}}\left|\sum_{n=k N}^{(k+1) N-1} e^{i 2 \pi n \theta}\right| \lambda_{n}\left|-\left\langle b_{k}\right\rangle_{\tilde{I}}\right| \mathrm{d} \theta \\
\geqslant & \int_{\tilde{I}}\left|\sum_{n=k N}^{(k+1) N-1} \sin (2 \pi n \theta)\right| \lambda_{n}\left|-\langle\sin (2 \pi n \theta)\rangle_{\tilde{I}}\right| \lambda_{n}| | \mathrm{d} \theta \\
\geqslant & \int_{\tilde{I}}\left|\sum_{n=k N}^{(k+1) N-1}\left(\langle\sin (2 \pi n \theta)\rangle_{\tilde{I}}-\sin (2 \pi n \theta)\right)\right| \lambda_{n}| | \mathrm{d} \theta \\
\gtrsim & \frac{1}{N} \sum_{n=k N}^{(k+1) N-1} \frac{n}{N}\left|\lambda_{n}\right| \\
\gtrsim & |I| \sum_{n=k N}^{(k+1) N-1}\left|\lambda_{n}\right|
\end{aligned}
$$

where we apply the estimate (3.7) in the penultimate inequality.

## 4. Theorem 5 and its consequences

The proof of Theorem 5 can be obtained by suitably adapting known proofs in the literature for the BMO-case, i.e. for the case $r=0$; for instance, one can adapt the corresponding arguments in the papers of S. V. Bochkarev 5 and I. Vasilyev and A. Tselishchev [36]. Regarding the implication (1) $\Longrightarrow$ (2), by adapting an argument due to Bourgain [8] one can actually show that a stronger version of $(1) \Longrightarrow(2)$ holds true; see Theorem 12 below). Note that in the statement of Theorem 12, if $K$ is a non-empty interval then $W(K)$ and $\mathbf{K}^{\text {centre }}$ are as in $\$ 2.4$

Theorem 12. Let $r \geqslant 0$ be a given exponent.
Let $\mathcal{K}$ be an arbitrary collection of mutually disjoint intervals on the real line such that $|K|=3 \cdot 2^{l_{K}+1}$ for some $l_{K} \in \mathbb{N}_{0}$ and $0 \notin K$ for all $K \in \mathcal{K}$. Then

$$
\left(\sup _{\substack{I \subseteq \mathbb{T}: \\ I \\ \text { arc }}} \frac{1}{\left[\rho_{\Psi_{r, 1}}(|I|)\right]^{2}|I|} \int_{I} \sum_{K \in \mathcal{K}} \sum_{\substack{J \in W(K) \backslash \mathbf{K}^{\text {centre }}: \\|J|>|I|^{-1}}}\left|\Delta_{J}(u)\left(e^{i 2 \pi \theta}\right)\right|^{2} \mathrm{~d} \theta\right)_{\|u\|_{B M O\left(\rho_{\Psi_{r, 1}}\right)(\mathbb{T})} \lesssim_{r}}
$$

for all $u \in B M O\left(\rho_{\Psi_{r, 1}}\right)(\mathbb{T})$, where the implied constant depends only on $r$ and not on $\mathcal{K}$ and $u$.

As mentioned above, Theorems 5 and 12 can be obtained by modifying known arguments in the literature. We shall briefly present how this can be done for the convenience of the reader. More specifically, in $\$ 4.1$ we outline how one can adapt an argument in [8] to establish Theorem 12 and in $\$ 4.2$ we briefly present how a modification of the argument in 36 for the corresponding BMO-case can be used to establish the implication (2) $\Longrightarrow$ (1) in Theorem 5. Apart from the reason of making the presentation to a certain extent self-contained, we also include $\$ 4.1$ and $\S 4.2$ in order to make transparent in which parts of the proofs one uses the assumption that the growth function is of the form $\Psi=\Psi_{r, 1}$.

In $\S 4.3$, we present some consequences of Theorem 5 .
4.1. Proof of Theorem 12, By translation invariance, to prove Theorem 12 it suffices to show that

$$
\begin{align*}
\frac{1}{\left[\rho_{\Psi_{r, 1}}(|I|)\right]^{2}|I|} \int_{I} \sum_{K \in \mathcal{K}} \sum_{\substack{J \in W(K) \backslash \mathbf{K}^{\text {centre }}: \\
|J|>|I|^{-1}}}\left|\Delta_{J}(u)\left(e^{i 2 \pi \theta}\right)\right|^{2} \mathrm{~d} \theta & \lesssim_{r}  \tag{4.1}\\
& \|u\|_{B M O\left(\rho_{\Psi_{r, 1}}\right)(\mathbb{T})}^{2}
\end{align*}
$$

for any fixed interval of the form $I=[-\delta / 2, \delta / 2), \delta \in(0,1]$. Since any de la Vall'ee Poussin-type kernel can be written as a linear combination of two modulated Fejértype kernels (see $\$ 2.4$ ), 4.1) is a direct consequence of the following lemma, which is a variant of [8, lemma 2].
Lemma 13. Let $r \geqslant 0$ be a given exponent. For $\delta \in(0,1]$, consider the interval $I_{\delta}:=[-\delta / 2, \delta / 2)$.

Let $\left\{F_{\alpha}\right\}_{\in \mathcal{A}}$ be a finite collection of trigonometric polynomials of the form

$$
F_{\alpha}\left(e^{i 2 \pi \theta}\right)=e^{i 2 \pi c_{\alpha} \theta} K_{N_{\alpha}}\left(e^{i 2 \pi \theta}\right), \quad \theta \in[-1 / 2,1 / 2),
$$

where $N_{\alpha}>\delta^{-1}$ for all $\alpha \in \mathcal{A}$ and moreover, the frequency supports of $F_{\alpha}$ and $F_{\alpha^{\prime}}$ are disjoint for $\alpha \neq \alpha^{\prime}$ and $0 \notin \operatorname{supp}\left(\widehat{F_{\alpha}}\right)$ for all $\alpha \in \mathcal{A}$.

Then

$$
\frac{1}{\left[\rho_{\Psi_{r, 1}}\left(\left|I_{\delta}\right|\right)\right]^{2}\left|I_{\delta}\right|} \int_{I_{\delta}} \sum_{\alpha \in \mathcal{A}}\left|\left(F_{\alpha} * u\right)\left(e^{i 2 \pi \theta}\right)\right|^{2} \mathrm{~d} \theta \lesssim_{r}\|u\|_{B M O\left(\rho_{\Psi_{r, 1}}\right)(\mathbb{T})}^{2}
$$

for all $u \in B M O\left(\rho_{\Psi_{r, 1}}\right)(\mathbb{T})$, where the implied constant depends only on $r$ and not on $\delta, \mathcal{A}$, and $u$.

Proof. Let $u$ be a given function in $B M O\left(\rho_{\Psi_{r, 1}}\right)(\mathbb{T})$. If

$$
\omega_{\delta}(\theta):=\frac{\delta^{2}}{\delta^{2}+\sin ^{2}(\pi \theta)}, \quad \theta \in[-1 / 2,1 / 2)
$$

then [8, (6)] (in the proof of [8, lemma 2]) applied to $g=u-\langle u\rangle_{I_{\delta}}$ asserts that there exists an absolute constant $C>0$ such that

$$
\begin{align*}
\int_{[-1 / 2,1 / 2)}\left(\sum_{\alpha \in \mathcal{A}}\left|\left(F_{\alpha} * u\right)\left(e^{i 2 \pi \theta}\right)\right|^{2}\right) & \omega_{\delta}(\theta) \mathrm{d} \theta  \tag{4.2}\\
& \leqslant C \int_{[-1 / 2,1 / 2)}\left|u\left(e^{i 2 \pi \theta}\right)-\langle u\rangle_{I_{\delta}}\right|^{2} \omega_{\delta}(\theta) \mathrm{d} \theta
\end{align*}
$$

where we also used the assumption that $0 \notin \operatorname{supp}\left(\widehat{F_{\alpha}}\right)$ for all $\alpha \in \mathcal{A}$. Notice that 8, (6)] is a consequence of 8 , Lemma 1], which is a Cotlar-type almost orthogonality result.

To prove the desired estimate, note that since $\omega_{\delta}(\theta) \geqslant 1 /\left(2 \pi^{2}\right)$ for all $\theta \in I_{\delta}$, (4.2) yields

$$
\begin{align*}
\frac{1}{\left[\rho_{\Psi_{r, 1}}\left(\left|I_{\delta}\right|\right)\right]^{2}\left|I_{\delta}\right|} & \int_{I_{\delta}} \sum_{\alpha \in \mathcal{A}}\left|\left(F_{\alpha} * u\right)\left(e^{i 2 \pi \theta}\right)\right|^{2} \mathrm{~d} \theta \lesssim  \tag{4.3}\\
& \frac{1}{\left[\rho_{\Psi_{r, 1}}\left(\left|I_{\delta}\right|\right)\right]^{2}\left|I_{\delta}\right|} \int_{[-1 / 2,1 / 2)}\left|u\left(e^{i 2 \pi \theta}\right)-\langle u\rangle_{I_{\delta}}\right|^{2} \omega_{\delta}(\theta) \mathrm{d} \theta .
\end{align*}
$$

Hence, in view of 4.3), it suffices to show that

$$
\begin{equation*}
\frac{1}{\left[\rho_{\Psi_{r, 1}}\left(\left|I_{\delta}\right|\right)\right]^{2}\left|I_{\delta}\right|} \int_{[-1 / 2,1 / 2)}\left|u\left(e^{i 2 \pi \theta}\right)-\langle u\rangle_{I_{\delta}}\right|^{2} \omega_{\delta}(\theta) \mathrm{d} \theta \lesssim\|u\|_{B M O\left(\rho_{\Psi_{r, 1}}\right)(\mathbb{T})}^{2} \tag{4.4}
\end{equation*}
$$

As $\omega_{\delta}(\theta) \leqslant 1$ for all $\theta \in[-1 / 2,1 / 2)$, we have

$$
\begin{equation*}
\frac{1}{\left[\rho_{\Psi_{r, 1}}\left(\left|I_{\delta}\right|\right)\right]^{2}\left|I_{\delta}\right|} \int_{I_{\delta}}\left|u\left(e^{i 2 \pi \theta}\right)-\langle u\rangle_{I_{\delta}}\right|^{2} \omega_{\delta}(\theta) \mathrm{d} \theta \lesssim\|u\|_{B M O\left(\rho_{\Psi_{r, 1}}\right)(\mathbb{T})}^{2} \tag{4.5}
\end{equation*}
$$

To handle the contribution of the term involving the part of the integral on the left-hand side of (4.4) over $[-1 / 2,1 / 2) \backslash I_{\delta}$, note that as $\sin (t) / t \geqslant 2 / \pi$ for $t \in[-\pi / 2, \pi / 2] \backslash\{0\}$ we have

$$
\begin{aligned}
& \frac{1}{\left[\rho_{\left.\Psi_{r, 1}\left(\left|I_{\delta}\right|\right)\right]^{2}\left|I_{\delta}\right|}\right.} \int_{[-1 / 2,-\delta / 2) \cup[\delta / 2,1 / 2)}\left|u\left(e^{i 2 \pi \theta}\right)-\langle u\rangle_{I_{\delta}}\right|^{2} \omega_{\delta}(\theta) \mathrm{d} \theta \lesssim \\
& \frac{\log ^{2 r}\left(\delta^{-1}\right)}{\delta} \sum_{\substack{k \in \mathbb{N}_{0}: \\
2^{k} \leqslant \delta^{-1}}} \frac{1}{2^{2 k}} \int_{2^{k-1} \delta \leqslant|\theta| \leqslant 2^{k} \delta}\left|u\left(e^{i 2 \pi \theta}\right)-\langle u\rangle_{I_{\delta}}\right|^{2} \mathrm{~d} \theta .
\end{aligned}
$$

Since $2^{k} \leqslant \delta^{-1}$, we have

$$
\log \left(\delta^{-1}\right) \leqslant k \log \left(\left(2^{k-1} \delta\right)^{-1}\right)
$$

and so,

$$
\begin{aligned}
& \frac{\log ^{2 r}\left(\delta^{-1}\right)}{\delta} \sum_{\substack{k \in \mathbb{N}_{0}: \\
2^{k} \leqslant \delta^{-1}}} \frac{1}{2^{2 k}} \int_{2^{k-1} \delta \leqslant|\theta| \leqslant 2^{k} \delta}\left|u\left(e^{i 2 \pi \theta}\right)-\langle u\rangle_{I_{\delta}}\right|^{2} \mathrm{~d} \theta \lesssim_{r} \\
& \sum_{\substack{k \in \mathbb{N}_{0}: \\
2^{k} \leqslant \delta^{-1}}} \frac{k^{2 r}}{2^{k}}\left(\frac{\log ^{2 r}\left(\left(2^{k} \delta\right)^{-1}\right)}{2^{k} \delta} \int_{2^{k-1} \delta \leqslant|\theta| \leqslant 2^{k} \delta}\left|u\left(e^{i 2 \pi \theta}\right)-\langle u\rangle_{I_{\delta}}\right|^{2} \mathrm{~d} \theta\right) .
\end{aligned}
$$

A standard argument now yields

$$
\begin{align*}
&\left(\frac{\log ^{2 r}\left(\left(2^{k} \delta\right)^{-1}\right)}{2^{k} \delta} \int_{2^{k-1} \delta \leqslant|\theta| \leqslant 2^{k} \delta}\left|u\left(e^{i 2 \pi \theta}\right)-\langle u\rangle_{I_{\delta}}\right|^{2} \mathrm{~d} \theta\right)^{1 / 2} \lesssim  \tag{4.6}\\
& k\|u\|_{B M O\left(\rho_{\left.\Psi_{r, 1}\right)}\right)(\mathbb{T})}
\end{align*}
$$

Indeed, it follows from the triangle inequality that

$$
\begin{gathered}
\left(\frac{\log ^{2 r}\left(\left(2^{k} \delta\right)^{-1}\right)}{2^{k} \delta} \int_{2^{k-1} \delta \leqslant|\theta| \leqslant 2^{k} \delta}\left|u\left(e^{i 2 \pi \theta}\right)-\langle u\rangle_{I_{\delta}}\right|^{2} \mathrm{~d} \theta\right)^{1 / 2} \lesssim_{r} \\
\quad \sum_{l=0}^{k}\left(\frac{\log ^{2 r}\left(\left(2^{k} \delta\right)^{-1}\right)}{2^{l} \delta} \int_{2^{l} I_{\delta}}\left|u\left(e^{i 2 \pi \theta}\right)-\langle u\rangle_{2^{l+1} I_{\delta}}\right|^{2} \mathrm{~d} \theta\right)^{1 / 2}
\end{gathered}
$$

where $2^{l} I_{\delta}=\left[-2^{l-1} \delta, 2^{l-1} \delta\right)$. Using (4.6) we get

$$
\begin{aligned}
& \frac{1}{\left[\rho_{\Psi_{r, 1}}\left(\left|I_{\delta}\right|\right)\right]^{2}\left|I_{\delta}\right|} \int_{[-1 / 2,-\delta / 2) \cup[\delta / 2,1 / 2)}\left|u\left(e^{i 2 \pi \theta}\right)-\langle u\rangle_{I_{\delta}}\right|^{2} \omega_{\delta}(\theta) \mathrm{d} \theta \lesssim_{r} \\
& \|u\|_{B M O\left(\rho_{\Psi_{r, 1}}\right)(\mathbb{T})} \sum_{k \in \mathbb{N}_{0}} \frac{k^{2 r+2}}{2^{2 k}}
\end{aligned}
$$

and so,

$$
\begin{array}{r}
\frac{1}{\left[\rho_{\Psi_{r, 1}}\left(\left|I_{\delta}\right|\right)\right]^{2}\left|I_{\delta}\right|} \int_{[-1 / 2,-\delta / 2) \cup[\delta / 2,1 / 2)}\left|u\left(e^{i 2 \pi \theta}\right)-\langle u\rangle_{I_{\delta}}\right|^{2} \omega_{\delta}(\theta) \mathrm{d} \theta \lesssim_{r}  \tag{4.7}\\
\|u\|_{B M O\left(\rho_{\left.\Psi_{r, 1}\right)}\right)(\mathbb{T})}^{2},
\end{array}
$$

as desired.

It thus follows from (4.5) and 4.7 that 4.4 holds true and hence, the proof of the lemma is complete.
4.2. Proof of that (2) implies (1) in Theorem 5. The proof that we present below is an adaptation of the corresponding argument in 36 for the $B M O$-case.

Let $u \in L^{2}(\mathbb{T})$ be such that (2) in Theorem 5 holds. It suffices to prove that for any fixed arc $I$ in $\mathbb{T}$ one has

$$
\begin{equation*}
M_{I}\left(\int_{I}\left|u\left(e^{i 2 \pi \theta}\right)-\langle u\rangle_{I}\right|^{2} \mathrm{~d} \theta\right)^{1 / 2} \lesssim_{r}\|u\|_{\Psi_{r, 1}, *} \tag{4.8}
\end{equation*}
$$

where $M_{I}:=|I|^{-1 / 2} \log ^{r}\left(|I|^{-1}\right)$ and $\|u\|_{\Psi_{r, 1, *}}$ is as in the statement of Theorem 5 . Note that for any $c \in \mathbb{C}$ one has

$$
\left(\int_{I}\left|u\left(e^{i 2 \pi \theta}\right)-\langle u\rangle_{I}\right|^{2} \mathrm{~d} \theta\right)^{1 / 2} \leqslant 2\left(\int_{I}\left|u\left(e^{i 2 \pi \theta}\right)-c\right|^{2} \mathrm{~d} \theta\right)^{1 / 2}
$$

Hence, if we choose

$$
c:=\sum_{2^{n} \leqslant|I|^{-1}} \Delta_{n}(u)\left(e^{i 2 \pi c_{I}}\right),
$$

with $c_{I}$ being the centre of $I$, then it suffices to prove that

$$
\begin{equation*}
U \lesssim\|u\|_{\Psi_{r, 1}, *} \quad \text { for } U=A \text { and } U=B \tag{4.9}
\end{equation*}
$$

where

$$
A:=M_{I}\left(\int_{I}\left|\sum_{2^{n}>|I|^{-1}} \Delta_{n}(u)\left(e^{i 2 \pi \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{1 / 2}
$$

and

$$
B:=M_{I}\left(\int_{I}\left|\sum_{2^{n} \leqslant|I|^{-1}} \int_{\mathbb{T}} u\left(e^{i 2 \pi \sigma}\right)\left[\delta_{n}\left(e^{i 2 \pi(\theta-\sigma)}\right)-\delta_{n}\left(e^{i 2 \pi\left(c_{I}-\sigma\right)}\right) \mathrm{d} \sigma\right]\right|^{2} \mathrm{~d} \theta\right)^{1 / 2}
$$

Note that if, for $n \in \mathbb{N}$, we define $\widetilde{\delta}_{n}:=\delta_{n-1}+\delta_{n}+\delta_{n+1}$, then $\Delta_{n}=\widetilde{\Delta}_{n} \Delta_{n}$. Here, for $f \in L^{1}(\mathbb{T}), \widetilde{\Delta}_{n}(f):=\widetilde{\delta}_{n} * f$. In what follows, we shall use several times that $\int_{K}\left|\widetilde{\Delta}_{n}(u)\right|^{2} \lesssim 2^{-n} n^{-2 r}\|u\|_{\Psi_{r, 1, *}}$ for any arc $K$ with $|K| \approx 2^{-n}$ (cf. 36, Lemma 3.1]).

We may assume, without loss of generality, that $I$ is of the form $[-|I| / 2,|I| / 2)$.
4.2.1. Proof of 4.9) for $U=A$. By the triangle inequality, we have $A \leqslant A_{1}+A_{2}$, where

$$
A_{1}:=M_{I}\left(\int_{I}\left|\sum_{2^{n}>|I|^{-1}} \int_{\mathbb{T} \backslash I} \widetilde{\Delta}_{n}(u)\left(e^{i 2 \pi \sigma}\right) \delta_{n}\left(e^{i 2 \pi(\theta-\sigma)}\right) \mathrm{d} \sigma\right|^{2} \mathrm{~d} \theta\right)^{1 / 2}
$$

and

$$
A_{2}:=M_{I}\left(\int_{I}\left|\sum_{2^{n}>|I|^{-1}} \int_{I} \widetilde{\Delta}_{n}(u)\left(e^{i 2 \pi \sigma}\right) \delta_{n}\left(e^{i 2 \pi(\theta-\sigma)}\right) \mathrm{d} \sigma\right|^{2} \mathrm{~d} \theta\right)^{1 / 2}
$$

Estimate for $A_{1}$. For $n \in \mathbb{N}$, let $I_{n}^{-}$denote the interval that is concentric with $I$ and has length $\left|I_{n}^{-}\right|=|I|-2^{-n}$. We then have $A_{1} \leqslant A_{1,1}+A_{1,2}$, where

$$
A_{1,1}:=M_{I} \sum_{2^{n}>|I|^{-1}}\left(\int_{I_{n}^{-}}\left(\int_{\mathbb{T} \backslash I}\left|\widetilde{\Delta}_{n}(u)\left(e^{i 2 \pi \sigma}\right)\right| \cdot\left|\delta_{n}\left(e^{i 2 \pi(\theta-\sigma)}\right)\right| \mathrm{d} \sigma\right)^{2} \mathrm{~d} \theta\right)^{1 / 2}
$$

and

$$
A_{1,2}:=M_{I} \sum_{2^{n}>|I|^{-1}}\left(\int_{I \backslash I_{n}^{-}}\left(\int_{\mathbb{T} \backslash I}\left|\widetilde{\Delta}_{n}(u)\left(e^{i 2 \pi \sigma}\right)\right| \cdot\left|\delta_{n}\left(e^{i 2 \pi(\theta-\sigma)}\right)\right| \mathrm{d} \sigma\right)^{2} \mathrm{~d} \theta\right)^{1 / 2}
$$

The terms $A_{1,1}$ and $A_{1,2}$ will be estimated separately.
Estimate for $A_{1,1}$. Without loss of generality we may assume that $|I|=2^{-\zeta_{0}}$ for some $\zeta_{0} \in \mathbb{N}_{0}$. Hence, we may write $I_{n}^{-}=\bigcup_{Q \in \mathcal{Q}_{n}} Q$ and $\mathbb{T} \backslash I=\bigcup_{P \in \mathcal{P}_{n}} P$, where $\mathcal{Q}_{n}$ and $\mathcal{P}_{n}$ are families of mutually disjoint arcs of length $2^{-n-2}$. Using the CauchySchwarz inequality, we have

$$
A_{1,1} \lesssim M_{I} \sum_{2^{n}>|I|^{-1}}\left(K_{n} \sum_{Q \in \mathcal{Q}_{n}} \int_{Q}\left(\sum_{P \in \mathcal{P}_{n}} \int_{P} \frac{\left|\widetilde{\Delta}_{n}(u)\left(e^{i 2 \pi \sigma}\right)\right|^{2}}{\sin ^{2}(\pi(\theta-\sigma))} \mathrm{d} \sigma\right) \mathrm{d} \theta\right)^{1 / 2}
$$

where

$$
K_{n}:=\sum_{P \in \mathcal{P}_{n}} \int_{P} \sin ^{2}(\pi(\theta-\sigma))\left|\delta_{n}\left(e^{i 2 \pi(\theta-\sigma)}\right)\right|^{2} \mathrm{~d} \sigma .
$$

As $\phi \mapsto \sin ^{2}(\pi \phi)$ is 1 -periodic and $|\sin (t)| \leqslant t$ for all $t \in \mathbb{R}$, we have $K_{n} \lesssim a_{n}+b_{n}$, where

$$
a_{n}:=\int_{|\phi| \leqslant 2^{-n}} \phi^{2}\left|\delta_{n}\left(e^{i 2 \pi \phi}\right)\right|^{2} \mathrm{~d} \phi \quad \text { and } \quad b_{n}:=\int_{2^{-n}<|\phi| \leqslant 1 / 2} \phi^{2}\left|\delta_{n}\left(e^{i 2 \pi \phi}\right)\right|^{2} \mathrm{~d} \phi .
$$

Since $\left\|\delta_{n}\right\|_{L^{\infty}(\mathbb{T})} \lesssim 2^{n}$, we have $a_{n} \lesssim 2^{-n}$. To estimate $b_{n}$, note that by the properties of the Fejér kernel we have $\left|\delta_{n}\left(e^{i 2 \pi \phi}\right)\right| \lesssim 2^{-n} \phi^{-2}$ for all $2^{-n}<|\phi| \leqslant 1 / 2$, which readily implies that $b_{n} \lesssim 2^{-n}$. We thus have

$$
A_{1,1} \lesssim M_{I} \sum_{2^{n}>|I|^{-1}}\left(\sum_{Q \in \mathcal{Q}_{n}} \int_{Q}\left(\sum_{P \in \mathcal{P}_{n}} 2^{-n} \int_{P} \frac{\left|\widetilde{\Delta}_{n}(u)\left(e^{i 2 \pi \sigma}\right)\right|^{2}}{\sin ^{2}(\pi(\theta-\sigma))} \mathrm{d} \sigma\right) \mathrm{d} \theta\right)^{1 / 2}
$$

and so,

$$
\begin{aligned}
A_{1,1} & \lesssim M_{I} \sum_{2^{n}>|I|^{-1}}\left(\sum_{Q \in \mathcal{Q}_{n}} \int_{Q}\left(\sum_{P \in \mathcal{P}_{n}} \frac{2^{-n}}{\operatorname{dist}(p, q)^{2}} \int_{P}\left|\widetilde{\Delta}_{n}(u)\left(e^{i 2 \pi \sigma}\right)\right|^{2} \mathrm{~d} \sigma\right) \mathrm{d} \theta\right)^{1 / 2} \\
& \lesssim M_{I}\|u\|_{\Psi_{r, 1} * *} \sum_{2^{n}>|I|^{-1}} \frac{2^{-n / 2}}{n^{r}}\left(\sum_{Q \in \mathcal{Q}_{n}} \int_{Q} \sum_{P \in \mathcal{P}_{n}} \frac{2^{-n}}{\operatorname{dist}(p, q)^{2}} \mathrm{~d} \theta\right)^{1 / 2} \\
& \lesssim M_{I}\|u\|_{\Psi_{r, 1, *}} \sum_{2^{n}>|I|^{-1}} \frac{2^{-n / 2}}{n^{r}}\left(\int_{\left[0,|I| / 2-2^{-n-1}\right)}\left(\int_{[|I| / 2,1)} \frac{1}{|\theta-\sigma|^{2}} \mathrm{~d} \sigma\right) \mathrm{d} \theta\right)^{1 / 2} .
\end{aligned}
$$

It can easily be seen that the sum in the last expression is bounded by $C M_{I}^{-1}$, with $C$ being a constant independent of $I$. Hence, $A_{1,1} \lesssim\|u\|_{\Psi_{r, 1}, *}$.

Estimate for $A_{1,2}$. To estimate $A_{1,2}$, we have $A_{1,2} \leqslant A_{1,2, a}+A_{1,2, b}$, where

$$
A_{1,2, a}:=M_{I} \sum_{2^{n}>|I|^{-1}}\left(\int_{I \backslash I_{n}^{-}}\left(\int_{\mathbb{T} \backslash I_{n}^{+}}\left|\widetilde{\Delta}_{n}(u)\left(e^{i 2 \pi \sigma}\right)\right| \cdot\left|\delta_{n}\left(e^{i 2 \pi(\theta-\sigma)}\right)\right| \mathrm{d} \sigma\right)^{2} \mathrm{~d} \theta\right)^{1 / 2}
$$

and

$$
A_{1,2, b}:=M_{I} \sum_{2^{n}>|I|^{-1}}\left(\int_{I \backslash I_{n}^{-}}\left(\int_{I_{n}^{+} \backslash I}\left|\widetilde{\Delta}_{n}(u)\left(e^{i 2 \pi \sigma}\right)\right| \cdot\left|\delta_{n}\left(e^{i 2 \pi(\theta-\sigma)}\right)\right| \mathrm{d} \sigma\right)^{2} \mathrm{~d} \theta\right)^{1 / 2}
$$

Here, for $n \in \mathbb{N}, I_{n}^{+}$denotes the interval that is concentric with $I$ and has length $\left|I_{n}^{+}\right|=|I|+2^{-n}$. Arguing as in the case of $A_{1,1}$, one has $A_{1,2, a} \lesssim\|u\|_{\Psi_{r, 1, *}}$. To estimate $A_{1,2, b}$, we use the Cauchy-Schwarz inequality, as well as that $\left\|\delta_{n}\right\|_{L^{\infty}(\mathbb{T})} \lesssim$ $2^{n}$ and $\left|I \backslash I_{n}^{-}\right|=\left|I_{n}^{+} \backslash I\right|=2^{-n-1}$ to deduce that

$$
A_{1,2, b} \lesssim M_{I} \sum_{2^{n}>|I|^{-1}}\left(\int_{I_{n}^{+} \backslash I}\left|\widetilde{\Delta}_{n}(u)\left(e^{i 2 \pi \sigma}\right)\right|^{2} \mathrm{~d} \sigma\right)^{1 / 2} \lesssim M_{I}\|u\|_{\Psi_{r, 1}, *} \sum_{2^{n}>|I|^{-1}} \frac{2^{-n / 2}}{n^{r}}
$$

So, $A_{1,2, b} \lesssim\|u\|_{\Psi_{r, 1, *}}$. Hence, combining the estimates for $A_{1,2, a}$ and $A_{1,2, b}$, together with the estimate for $A_{1,1}$, we conclude that $A_{1} \lesssim\|u\|_{\Psi_{r, 1}, *}$.

Estimate for $A_{2}$. Since the maps
$\theta \mapsto \int_{I} \widetilde{\Delta}_{n_{1}}(u)\left(e^{i 2 \pi \sigma}\right) \delta_{n_{1}}\left(e^{i 2 \pi(\theta-\sigma)}\right) \mathrm{d} \sigma$ and $\theta \mapsto \int_{I} \widetilde{\Delta}_{n_{2}}(u)\left(e^{i 2 \pi \sigma}\right) \delta_{n_{2}}\left(e^{i 2 \pi(\theta-\sigma)}\right) \mathrm{d} \sigma$ are orthogonal in $L^{2}(\mathbb{T})$ for $n_{1}, n_{2} \in \mathbb{N}$ with $\left|n_{1}-n_{2}\right| \geqslant 2$, we have $A_{2} \lesssim A_{2,1}+A_{2,2}$, where

$$
A_{2,1}:=M_{I}\left(\sum_{2^{n}>|I|^{-1}} \int_{\mathbb{T} \backslash I}\left|\int_{I} \widetilde{\Delta}_{n}(u)\left(e^{i 2 \pi \sigma}\right) \delta_{n}\left(e^{i 2 \pi(\theta-\sigma)}\right) \mathrm{d} \sigma\right|^{2} \mathrm{~d} \theta\right)^{1 / 2}
$$

and

$$
A_{2,2}:=M_{I}\left(\sum_{2^{n}>|I|^{-1}} \int_{I}\left|\int_{I} \widetilde{\Delta}_{n}(u)\left(e^{i 2 \pi \sigma}\right) \delta_{n}\left(e^{i 2 \pi(\theta-\sigma)}\right) \mathrm{d} \sigma\right|^{2} \mathrm{~d} \theta\right)^{1 / 2}
$$

Arguing as in the case of $A_{1}$, one shows that $A_{2,1} \lesssim\|u\|_{\Psi_{r, 1}, *}$.
We shall now focus on $A_{2,2}$; by the triangle inequality, we have $A_{2,2} \leqslant A_{2,2, a}+$ $A_{2,2, b}$, where

$$
A_{2,2, a}:=M_{I}\left(\sum_{2^{n}>|I|^{-1}} \int_{I}\left|\int_{\mathbb{T}} \widetilde{\Delta}_{n}(u)\left(e^{i 2 \pi \sigma}\right) \delta_{n}\left(e^{i 2 \pi(\theta-\sigma)}\right) \mathrm{d} \sigma\right|^{2} \mathrm{~d} \theta\right)^{1 / 2}
$$

and

$$
A_{2,2, b}:=M_{I}\left(\sum_{2^{n}>|I|^{-1}} \int_{I}\left|\int_{\mathbb{T} \backslash I} \widetilde{\Delta}_{n}(u)\left(e^{i 2 \pi \sigma}\right) \delta_{n}\left(e^{i 2 \pi(\theta-\sigma)}\right) \mathrm{d} \sigma\right|^{2} \mathrm{~d} \theta\right)^{1 / 2}
$$

Arguing as in the case of $A_{1}$, one proves that $A_{2,2, b} \lesssim\|u\|_{\Psi_{r, 1}, *}$. The desired estimate for $A_{2,2, a}$, i.e. $A_{2,2, a} \lesssim\|u\|_{\Psi_{r, 1}, *}$, follows directly from the definition of $\|u\|_{\Psi_{r, 1}, *}$. It thus follows that $A_{2} \lesssim\|u\|_{\Psi_{r, 1}, *}$ which, together with the corresponding estimate for $A_{1}$, obtained above, completes the proof of 4.9) for $U=A$.
4.2.2. Proof of (4.9) for $U=B$. If $\mathcal{G}_{n}$ denotes a decomposition of $\mathbb{T}$ into mutually disjoint arcs of length $2^{-n-1}$ then, by using the Cauchy-Schwarz inequality and the definition of $\|u\|_{\Psi_{r, 1}, *}$, we have

$$
B \lesssim M_{I}|I|^{1 / 2}\|u\|_{\Psi_{r, 1}, *} \sum_{2^{n} \leqslant|I|^{-1}} \frac{2^{-n}}{n^{r}} \sum_{G \in \mathcal{G}_{n}} \max _{\theta \in I}\left|\delta_{\sigma \in G}\left(e^{i 2 \pi(\theta-\sigma)}\right)-\delta_{n}\left(e^{i 2 \pi\left(c_{I}-\sigma\right)}\right)\right| .
$$

Using the mean value theorem and the definition of $\delta_{n}$, we have

$$
\sum_{G \in \mathcal{G}_{n}} \max _{\theta \in I}\left|\delta_{n \in G}\left(e^{i 2 \pi(\theta-\sigma)}\right)-\delta_{n}\left(e^{i 2 \pi\left(c_{I}-\sigma\right)}\right)\right| \lesssim \sum_{G \in \mathcal{G}_{n}} \frac{2^{2 n}|I|}{\left[1+2^{n} \operatorname{dist}(I, G)\right]^{2}}=S_{n}+T_{n}
$$

where
$S_{n}:=\sum_{\substack{G \in \mathcal{G}_{n}: \\ \operatorname{dist}(G, I) \leqslant 2^{-n}}} \frac{2^{2 n}|I|}{\left[1+2^{n} \operatorname{dist}(I, G)\right]^{2}}$ and $T_{n}:=\sum_{\substack{G \in \mathcal{G}_{n}: \\ \operatorname{dist}(G, I) \geqslant 2^{-n}}} \frac{2^{2 n}|I|}{\left[1+2^{n} \operatorname{dist}(I, G)\right]^{2}}$.
Since $2^{n} \leqslant|I|^{-1}$, there are $O(1)$ intervals $G \in \mathcal{G}_{n}$ with $\operatorname{dist}(G, I) \leqslant 2^{-n}$ and so, $S_{n} \approx 2^{2 n}|I|$. To handle $T_{n}$, we have

$$
T_{n} \approx 2^{2 n}|I| \sum_{\substack{G \in \mathcal{G}_{n}: \\ \operatorname{dist}(G, I) \geqslant 2^{-n}}} \frac{1}{\left[2^{n} \operatorname{dist}(I, G)\right]^{2}} \lesssim 2^{2 n}|I| \sum_{k=1}^{2^{n}} \frac{1}{k^{2}} \lesssim 2^{2 n}|I|
$$

Hence, (4.9) for $U=B$ holds, as

$$
B \lesssim M_{I}|I|^{3 / 2}\|u\|_{\Psi_{r, 1}, *} \sum_{2^{n} \leqslant|I|^{-1}} \frac{2^{n}}{n^{r}} \lesssim M_{I}|I|^{3 / 2}\|u\|_{\Psi_{r, 1}, *} \frac{|I|^{-1}}{\log ^{r}\left(|I|^{-1}\right)} \approx\|u\|_{\Psi_{r, 1}, *}
$$

4.3. Consequences of Theorem5. For $r \geqslant 0$, consider the Triebel-Lizorkin-type space

$$
S_{\infty, 2}^{0, r}(\mathbb{T}):=\left\{f \in \mathcal{D}^{\prime}(\mathbb{T}): \sup _{\substack{I \subseteq \mathbb{T}: \\ I \text { arc }}} \frac{1}{|I|} \int_{I} \sum_{\substack{n \in \mathbb{N}_{0}: \\ 2^{n} \geqslant|I|^{-1}}}(n+1)^{2 r}\left|\Delta_{n}(f)\left(e^{i 2 \pi \theta}\right)\right|^{2} \mathrm{~d} \theta<\infty\right\} .
$$

Note that if $f \in S_{\infty, 2}^{0, r}(\mathbb{T})$ then it follows from the definition of $S_{\infty, 2}^{0, r}(\mathbb{T})$ that its classical Littlewood-Paley square function is in $L^{2}(\mathbb{T})$ and hence, $f$ can be identified with an $L^{2}$-function.

Theorem 5 immediately implies the following inclusion.
Theorem 14. Let $r \geqslant 0$ be a given exponent.
One has the inclusion

$$
\begin{equation*}
S_{\infty, 2}^{0, r}(\mathbb{T}) \subseteq B M O\left(\rho_{\Psi_{r, 1}}\right)(\mathbb{T}) \tag{4.10}
\end{equation*}
$$

Remark 15. If $r=0$, then (4.10) holds as an equality; see [5], [16, 36]. If $r>0$, the inclusion 4.10 is proper. To see this, consider the function $u$ whose Fourier series is given by

$$
\begin{equation*}
u\left(e^{i 2 \pi \theta}\right) \sim \sum_{j=0}^{\infty} \frac{1}{j^{2 r+1 / 2}} e^{i 2 \pi 2^{j} \theta}, \quad \theta \in[0,1) \tag{4.11}
\end{equation*}
$$

Then

$$
u \in B M O\left(\rho_{\Psi_{r, 1}}\right)(\mathbb{T}) \backslash S_{\infty, 2}^{0, r}(\mathbb{T})
$$

Note that

$$
\begin{equation*}
S_{\infty, 2}^{0, r}(\mathbb{T}) \cong\left(S_{1,2}^{0,-r}(\mathbb{T})\right)^{*} \tag{4.12}
\end{equation*}
$$

For a proof of a Euclidean analogue of 4.12 see $\$ 5.1$ below. The Triebel-Lizorkintype space $S_{1,2}^{0,-r}(\mathbb{T})$ appearing in 4.12 can be defined as the class of all $f \in \mathcal{D}^{\prime}(\mathbb{T})$ such that

$$
\left(\sum_{n \in \mathbb{N}_{0}} \frac{\left|\Delta_{n}(f)\right|^{2}}{(n+1)^{2 r}}\right)^{1 / 2} \in L^{1}(\mathbb{T})
$$

By combining Theorem 14 and 4.12 we obtain the following inclusion.
Theorem 16. Let $r \geqslant 0$ be a given exponent.
There exists a constant $C_{r}>0$ such that

$$
\begin{equation*}
\left\|\left(\sum_{n \in \mathbb{N}_{0}} \frac{\left|\Delta_{n}(f)\right|^{2}}{(n+1)^{2 r}}\right)^{1 / 2}\right\|_{L^{1}(\mathbb{T})} \leqslant C_{r}\|f\|_{H^{\Psi} r, 1(\mathbb{T})} \tag{4.13}
\end{equation*}
$$

Theorem 16 can also be proved directly by using the atomic decomposition of $H^{\Psi_{r, 1}}(\mathbb{T})$. We present such an approach in the corresponding Euclidean case; see $\$ 5.2$ below.

For $r>0$, in view of Remark 15, the inclusion

$$
\begin{equation*}
H^{\Psi_{r, 1}}(\mathbb{T}) \subseteq S_{1,2}^{0,-r}(\mathbb{T}) \tag{4.14}
\end{equation*}
$$

is proper. However, for $r=0$, we have $H^{\Psi_{0,1}}(\mathbb{T})=S_{1,2}^{0,0}(\mathbb{T})$, which is Stein's classical square function characterisation of the Hardy space $H^{1}(\mathbb{T})$; see 32 . See also [18, Theorem 2.2.9] for the corresponding Euclidean case.

Using Theorem 16 one can obtain a direct proof of implication $(3) \Longrightarrow$ (1) of part (b) of Theorem2, i.e. for $q=2$, and for growth functions of the form $\Psi=\Psi_{r, 1}$, $r>0$. Indeed, suppose that $\lambda=\left\{\lambda_{n}\right\}_{n \in \mathbb{N}_{0}}$ is a sequence of complex numbers satisfying condition (iii) in part (b) of Theorem 2. Then take an $f \in H^{\Psi_{r, 1}}(\mathbb{T})$ and observe that, by using (iii), one has

$$
\begin{aligned}
\left(\sum_{k \in \mathbb{N}_{0}}\left|\lambda_{k} \hat{f}(k)\right|^{2}\right)^{1 / 2} & =\left(\sum_{n \in \mathbb{N}_{0}} \sum_{2^{n-1} \leqslant k<2^{n}}\left|\lambda_{k} \widehat{f}(k)\right|^{2}\right)^{1 / 2} \\
& \leqslant\left(\sum_{n \in \mathbb{N}_{0}} \max _{2^{n-1} \leqslant k<2^{n}}|\widehat{f}(k)|^{2} \sum_{2^{n-1} \leqslant k<2^{n}}\left|\lambda_{k}\right|^{2}\right)^{1 / 2} \\
& \lesssim\left(\sum_{n \in \mathbb{N}_{0}} \frac{\max _{2^{n-1} \leqslant k<2^{n}}|\hat{f}(k)|^{2}}{(n+1)^{2 r}}\right)^{1 / 2} \\
& \lesssim\left\|\left(\sum_{n \in \mathbb{N}_{0}} \frac{\left|\Delta_{n}(f)\right|^{2}}{(n+1)^{2 r}}\right)^{1 / 2}\right\|_{L^{1}(\mathbb{T})}
\end{aligned}
$$

Hence, by using Minkowski's inequality and then Theorem 16 , one deduces that

$$
\left(\sum_{n \in \mathbb{N}_{0}}\left|\lambda_{n} \widehat{f}(n)\right|^{2}\right)^{1 / 2} \lesssim\|f\|_{H^{\Psi} r, 1}(\mathbb{T})
$$

i.e. that (i) holds.

## 5. Results in the Euclidean setting

5.1. Spaces of logarithmic smoothness. Let $\varphi_{0}$ be a Schwartz function, radial, positive and supported in $\{|\xi| \leqslant 1\}$, which is equal to 1 in $\{|\xi| \leqslant 1 / 2\}$. Let $\varphi_{1}(\xi):=$ $\varphi_{0}(\xi / 2)-\varphi_{0}(\xi)$, and

$$
\varphi_{j}(\xi):=\varphi_{1}\left(2^{-j} \xi\right), \quad j \geqslant 2
$$

For each $j \geqslant 1$, the function $\varphi_{j}$ is supported in the annulus $\left\{2^{j-1} \leqslant|\xi| \leqslant 2^{j+1}\right\}$, and for all $\xi \in \mathbb{R}^{d}$ we have

$$
\begin{equation*}
1=\varphi_{0}(\xi)+\sum_{\ell=1}^{\infty} \varphi_{\ell}(\xi) \tag{5.1}
\end{equation*}
$$

Such a family $\left\{\varphi_{j}\right\}_{j=0}^{\infty}$ is referred to as a non-homogeneous resolution of unity. For $f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right)$ we set

$$
\widetilde{\Delta}_{j}(f):=\left(\varphi_{j} \hat{f}\right)^{\vee}, \quad \text { for } j \geqslant 0
$$

Definition 17. Let $s, r \in \mathbb{R}, 0<p \leqslant \infty, 0<q \leqslant \infty$, and let $\left\{\varphi_{j}\right\}_{j=0}^{\infty}$ be a resolution of unity as above.

- 9, 10 If $p<\infty$, we define the Triebel-Lizorkin space of generalised smoothness, $F_{p, q}^{s, r}\left(\mathbb{R}^{d}\right)$, to be the set of all tempered distributions $f$ for which

$$
\|f\|_{F_{p, q}^{s, r}\left(\mathbb{R}^{d}\right)}:=\left\|\left(\sum_{j=0}^{\infty} 2^{j s q}(1+j)^{r q}\left|\widetilde{\Delta}_{j} f\right|^{q}\right)^{1 / q}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)}
$$

is finite, with the usual modification if $q=\infty$.

- [2. Definition 2.7] Let $0<q<\infty$ and let $\mathcal{D}$ be the set of all dyadic cubes in $\mathbb{R}^{n}$. We define $F_{o, q}^{s, r}\left(\mathbb{R}^{n}\right)$ to be the set of all tempered distributions $f$ for which

$$
\begin{aligned}
\|f\|_{F_{\infty, q}^{s, r}\left(\mathbb{R}^{d}\right)} & :=\left\|\widetilde{\Delta}_{0} f\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \\
& +\sup _{\substack{Q \in \mathcal{D} \\
\ell(Q) \leqslant 1}}\left(\frac{1}{|Q|} \int_{Q} \sum_{j=-\log _{2} \ell(Q)}^{\infty} 2^{s j q}(1+j)^{r q}\left|\widetilde{\Delta}_{j} f(x)\right|^{q} \mathrm{~d} x\right)^{1 / q}
\end{aligned}
$$

is finite.
Remark 18. In the previous definition, the case where $r=0$ recovers the classical definition of Triebel-Lizorkin space.

Remark 19. Let $p(\xi)=\sum_{|\alpha| \leqslant N} c_{\alpha} \xi^{\alpha}$ be a polynomial expression in $\xi$ with constant coefficients, where for every multi-index $\alpha \in \mathbb{N}^{d}$,

$$
|\alpha|=\alpha_{1}+\ldots \alpha_{d}, \quad \xi^{\alpha}=\xi_{1}^{\alpha_{1}} \cdots \xi_{d}^{\alpha_{d}} .
$$

Let $D:=-i \partial$, so $p(D)$ denotes the constant coefficient differential operator

$$
p(D) f=\sum_{|\alpha| \leqslant d} c_{\alpha} D^{\alpha} f
$$

Using the properties of the Fourier transform, for any $f \in \mathcal{S}$, this can be written as the Fourier multiplier operator with symbol $p(\xi)$ given by

$$
p(D) f(x)=(2 \pi)^{-d} \int_{\mathbb{R}^{d}} p(\xi) \widehat{f}(\xi) e^{i x \xi} \mathrm{~d} \xi
$$

Notice that such an expression makes sense, on $\mathcal{S}\left(\mathbb{R}^{d}\right)$, and on $\mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right)$ for a wider class of symbols $p$ than polynomials, such as those in the Kohn-Nirenberg classes
$S^{m}\left(\mathbb{R}^{d}\right)$, with $m \in \mathbb{R}$. Let us recall that a symbol $\sigma$ belongs to $S^{m}\left(\mathbb{R}^{d}\right)$ if, and only if, $\sigma$ is smooth and, for all multi-indices $\alpha \in \mathbb{N}^{n}$, satisfies

$$
\begin{equation*}
\sup _{\xi \in \mathbb{R}^{n}}\langle\xi\rangle^{-m+|\alpha|}\left|\partial_{\xi}^{\alpha} \sigma(\xi)\right|<\infty \tag{5.2}
\end{equation*}
$$

Here, we use the shorthand notation

$$
\langle\xi\rangle:=\left(1+|\xi|^{2}\right)^{1 / 2}, \quad \xi \in \mathbb{R}^{d}
$$

In particular, if one defines $p(\xi)=|\xi|^{2}$, the Laplacian of $f$ can be written as

$$
-\Delta f(x)=\sum_{j=1}^{d}(-i)^{2} \partial^{2 e_{j}} f(x)=p(D) f(x)
$$

This allows us to define, for any $s \in \mathbb{R},(1-\Delta)^{s / 2}$ as the Fourier multiplier operator with symbol $\langle\xi\rangle^{s}$.

These spaces of generalised smoothness, see Definition 17 above, can be realised as potential type spaces. To be more specific, if one defines, for $r \in \mathbb{R}$,

$$
\log ^{r}(e-\Delta) f(x):=(2 \pi)^{-d} \int_{\mathbb{R}^{d}} \log ^{r}\left(e+|\xi|^{2}\right) \widehat{f}(\xi) e^{i x \xi} \mathrm{~d} \xi, \quad x \in \mathbb{R}^{d}
$$

then

$$
\begin{equation*}
\|f\|_{F_{p, q}^{s, r}\left(\mathbb{R}^{d}\right)} \approx\left\|(1-\Delta) c \frac{s}{2} \log ^{r}(e-\Delta) f\right\|_{F_{p, q}^{0,0}\left(\mathbb{R}^{d}\right)} \tag{5.3}
\end{equation*}
$$

This is a consequence of the lifting property of these spaces (see [9, Proposition 3.2] for $p<\infty$ and [3, Proposition 2.15] for the case $p=\infty$ ) and the fact that for all multi-indices $\alpha$,

$$
\begin{equation*}
\left|\partial_{\xi}^{\alpha} \log ^{r}\left(e+|\xi|^{2}\right)\right| \lesssim(1+|\xi|)^{-|\alpha|} \log ^{r}(e+|\xi|) \tag{5.4}
\end{equation*}
$$

In particular, we have that

$$
\|f\|_{F_{p, 2}^{0, r}\left(\mathbb{R}^{d}\right)} \approx\left\|\log ^{r}(e-\Delta) f\right\|_{h^{p}\left(\mathbb{R}^{d}\right)}
$$

Indeed, if one defines $u_{r}(\xi):=\log ^{r}\left(e+|\xi|^{2}\right)$, and

$$
\begin{equation*}
\mathrm{w}_{r}(\xi)=\sum_{j=0}^{\infty}(1+j)^{r} \varphi_{j}(\xi), \quad \xi \in \mathbb{R}^{d} \tag{5.5}
\end{equation*}
$$

the aforementioned lifting property yields that

$$
\|f\|_{F_{p, q}^{s, r}\left(\mathbb{R}^{d}\right)}=\left\|(1-\Delta)^{\frac{s}{2}} \mathrm{w}_{r}(D) f\right\|_{F_{p, q}^{0,0}\left(\mathbb{R}^{d}\right)} .
$$

A simple calculation shows that both $u_{r} / \mathrm{w}_{r}$ and $\mathrm{w}_{r} / u_{r}$ belong to the Kohn-Nirenberg class $S^{0}\left(\mathbb{R}^{d}\right)$. Hence, the associated Fourier multiplier operators are bounded in Triebel-Lizorkin spaces (see [35, Theorem 2.3.7]), establishing the equivalence in 5.3.

The description as potential-type spaces allows known results to be lifted into spaces of generalised smoothness. For instance, one can show that

$$
\left(F_{1,2}^{0,-r}\left(\mathbb{R}^{d}\right)\right)^{*} \cong F_{\infty, 2}^{0, r}\left(\mathbb{R}^{d}\right)
$$

by using the identification of the dual of $h^{1}\left(\mathbb{R}^{d}\right)=F_{1,2}^{0,0}\left(\mathbb{R}^{d}\right)$ as $\operatorname{bmo}\left(\mathbb{R}^{d}\right)=F_{\infty, 2}^{0,0}\left(\mathbb{R}^{d}\right)$. This is a consequence of the fact that

$$
\begin{aligned}
& \sup _{\|f\|_{F_{1,2}^{0,-r}}^{\left(\mathbb{R}^{d}\right)}} \leqslant 1 \\
&\langle f, g\rangle \mid
\end{aligned}=\sup _{\left\|\mathrm{w}_{-r}(D) f\right\|_{h^{1}\left(\mathbb{R}^{d}\right)} \leqslant 1}\left|\left\langle\mathrm{w}_{-r}(D) f,\left(\mathrm{w}_{-r}\right)^{-1}(D) g\right\rangle\right|
$$

where in the last equivalences, we use that both $\mathrm{w}_{-r} / \mathrm{w}_{r}$ and $\mathrm{w}_{r} / \mathrm{w}_{-r}$ belong to $S^{0}\left(\mathbb{R}^{d}\right)$, and the boundedness of these Fourier multipliers on $\operatorname{bmo}\left(\mathbb{R}^{d}\right)$.
5.2. Embedding of local Hardy-Orlicz spaces into spaces of logarithmic smoothness. In this section we shall prove the following Euclidean analogue of Theorem 16, which can be regarded as an embedding result of the space $h^{\Psi_{r}, 1}\left(\mathbb{R}^{d}\right)$ into the Triebel-Lizorkin space of generalised smoothness $F_{1,2}^{0,-r}\left(\mathbb{R}^{d}\right)$.
Theorem 20. Let $r \geqslant 0$. There exists a constant $C_{r}>0$ such that

$$
\begin{equation*}
\left\|\left(\sum_{j \geqslant 0} \frac{\left|\widetilde{\Delta}_{j}(f)\right|^{2}}{(j+1)^{2 r}}\right)^{1 / 2}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leqslant C_{r}\|f\|_{h^{\Psi r, 1}\left(\mathbb{R}^{d}\right)} \tag{5.6}
\end{equation*}
$$

where $\Psi_{r, 1}(t):=t[\log (e+t)]^{-r}, t \geqslant 0$.
Theorem 20 will be obtained by combining the following lemma with the atomic decomposition of $h^{\Psi_{r, 1}}\left(\mathbb{R}^{d}\right)$.

Lemma 21. Let $r \geqslant 0$. There exists a constant $M_{r}>0$ such that for any cube $Q \subseteq \mathbb{R}^{d}$ and for any function $\beta_{Q} \in L^{\infty}\left(\mathbb{R}^{d}\right)$ satisfying that:
(i) $\operatorname{supp}\left(\beta_{Q}\right) \subseteq Q$;
(ii) $\int_{Q} \beta_{Q}=0$ if $|Q|<1$;
one has

$$
\left\|\left(\sum_{j \geqslant 0} \frac{\left|\widetilde{\Delta}_{j}\left(\beta_{Q}\right)\right|^{2}}{(j+1)^{2 r}}\right)^{1 / 2}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leqslant M_{r}|Q| \frac{\left\|\beta_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}}{\left[\log \left(e+|Q|^{-1}\right)\right]^{r}} .
$$

Proof. Let $r \geqslant 0$ and let $Q$ and $\beta_{Q}$ be as in the statement of the lemma with $|Q| \leqslant 1$. Without loss of generality, by translation-invariance, we may assume that $Q$ is centred at the origin.

We write

$$
\begin{equation*}
\left(\sum_{j \geqslant 0} \frac{\left|\widetilde{\Delta}_{j}\left(\beta_{Q}\right)(x)\right|^{2}}{(j+1)^{2 r}}\right)^{1 / 2} \leqslant A(x)+B(x) \tag{5.7}
\end{equation*}
$$

where

$$
A(x):=\left(\sum_{2^{j}<|Q|^{-1}} \frac{\left|\widetilde{\Delta}_{j}\left(\beta_{Q}\right)(x)\right|^{2}}{(j+1)^{2 r}}\right)^{1 / 2}
$$

and

$$
B(x):=\left(\sum_{2^{j} \geqslant|Q|^{-1}} \frac{\left|\widetilde{\Delta}_{j}\left(\beta_{Q}\right)(x)\right|^{2}}{(j+1)^{2 r}}\right)^{1 / 2}
$$

We shall prove that there exists a constant $K_{r}>0$ such that

$$
\begin{equation*}
\|A\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leqslant K_{r}|Q| \frac{\left\|\beta_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}}{\left[\log \left(e+|Q|^{-1}\right)\right]^{r}} \tag{5.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\|B\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leqslant K_{r}|Q| \frac{\left\|\beta_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}}{\left[\log \left(e+|Q|^{-1}\right)\right]^{r}} . \tag{5.9}
\end{equation*}
$$

Note that the desired estimate then follows from (5.7), (5.8), and (5.9).
For the proofs of $(5.8)$ and 5.9 , we shall use the standard facts that there is an absolute constant $C>0$ such that

$$
\begin{equation*}
\left|\widetilde{\Delta}_{j}\left(\beta_{Q}\right)(x)\right| \leqslant C 2^{j d}|Q|\left\|\beta_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \quad \text { for all } x \in \mathbb{R}^{d} \tag{5.10}
\end{equation*}
$$

and for each $N>0$ there exists a constant $C_{N}>0$ such that

$$
\begin{equation*}
\left|\widetilde{\Delta}_{j}\left(\beta_{Q}\right)(x)\right| \leqslant C_{N}|Q|^{d+1}\left\|\beta_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \frac{2^{j(2 d-N)}}{|x|^{N}} \tag{5.11}
\end{equation*}
$$

for all $x \in \mathbb{R}$ with $|x|>2|Q|$ and for all $j \geqslant 0$.
To prove 5.10 and 5.11, consider Schwartz functions

$$
\Phi_{j}:=\varphi_{j}^{\vee} .
$$

It follows that

$$
\left\|\Phi_{j}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \lesssim 2^{j d} \quad \text { for all } j \geqslant 0
$$

One thus deduces that

$$
\| \tilde{\Delta}_{j}\left(\beta_{Q)}\left\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}=\right\| \Phi_{j} * \beta_{Q}\left\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \lesssim 2^{j d}|Q|\right\| \beta_{Q} \|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \quad \text { for all } j \geqslant 0\right.
$$

Hence, 5.10 holds. To prove (5.11), let $x$ be such that $|x|>2|Q|$. For $j \geqslant 1$, properties (i) and (ii) of $\beta_{Q}$ yield that

$$
\begin{aligned}
\left|\widetilde{\Delta}_{j}\left(\beta_{Q}\right)(x)\right| & =\left|\int_{Q} \beta_{Q}(y)\left[\Phi_{j}(x-y)-\Phi_{j}(x)\right] \mathrm{d} y\right| \\
& \leqslant\left\|\beta_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \int_{Q}\left|\Phi_{j}(x-y)-\Phi_{j}(x)\right| \mathrm{d} y \\
& \lesssim{ }_{N}\left\|\beta_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \int_{Q}|y| \frac{2^{2 j d}}{\left(1+2^{j}|x|\right)^{N}} \mathrm{~d} y \\
& \lesssim|Q|^{d+1}\left\|\beta_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \frac{2^{j(2 d-N)}}{|x|^{N}}
\end{aligned}
$$

where the implicit estimate that was used to go from the second to the third line can be justified by appealing to the mean value theorem and the rapid decay of $\varphi_{1}$.

Going back to the proof of (5.8), write

$$
\begin{equation*}
\|A\|_{L^{1}\left(\mathbb{R}^{d}\right)}=\int_{|x| \leqslant 2|Q|}|A(x)| \mathrm{d} x+\int_{|x|>2|Q|}|A(x)| \mathrm{d} x . \tag{5.12}
\end{equation*}
$$

Hence, by using (5.10), we have

$$
\begin{aligned}
\int_{|x| \leqslant 2|Q|}|A(x)| \mathrm{d} x \lesssim|Q|^{d}\|A\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} & \lesssim|Q|^{d}\left(\sum_{2^{j}<|Q|^{-1}} \frac{\left\|\widetilde{\Delta}_{j}\left(\beta_{Q}\right)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}^{2}}{(j+1)^{2 r}}\right)^{1 / 2} \\
& \lesssim|Q|^{d+1}\left\|\beta_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\left(\sum_{2^{j}<|Q|^{-1}} \frac{2^{2 j d}}{(j+1)^{2 r}}\right)^{1 / 2}
\end{aligned}
$$

and as

$$
\sum_{2^{j}<|Q|^{-1}} \frac{2^{2 j d}}{(j+1)^{2 r}} \lesssim_{r} \frac{|Q|^{-2 d}}{\left[\log \left(e+|Q|^{-1}\right)\right]^{2 r}}
$$

we get

$$
\begin{equation*}
\int_{|x| \leqslant 2|Q|}|A(x)| \mathrm{d} x \lesssim_{r}|Q| \frac{\left\|\beta_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}}{\left[\log \left(e+|Q|^{-1}\right)\right]^{r}} . \tag{5.13}
\end{equation*}
$$

To handle the second term, note that by using (5.11), we have

$$
\int_{|x|>2|Q|}|A(x)| \mathrm{d} x \lesssim|Q|^{d+1}\left\|\beta_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\left(\sum_{2^{j}<|Q|^{-1}} \frac{2^{j(4 d-2 N)}}{(j+1)^{2 r}}\right)^{1 / 2} \int_{|x|>2|Q|} \frac{\mathrm{d} x}{|x|^{N}}
$$

provided $2 d>N>d$. This, combined with

$$
\sum_{2^{j}<|Q|^{-1}} \frac{2^{j(4 d-2 N)}}{(j+1)^{2 r}} \lesssim_{r} \frac{|Q|^{-(4 d-2 N)}}{\left[\log \left(e+|Q|^{-1}\right)\right]^{2 r}},
$$

yields

$$
\begin{equation*}
\int_{|x|>|Q|}|A(x)| \mathrm{d} x \lesssim_{r}|Q| \frac{\left\|\beta_{Q}\right\|_{L^{\infty}(\mathbb{T})}}{\left[\log \left(e+|Q|^{-1}\right)\right]^{r}} . \tag{5.14}
\end{equation*}
$$

In view of 5.13 and 5.14 , the proof of 5.8 is complete.
To prove (5.9), note that

$$
B(x) \leqslant \frac{1}{\left[\log \left(e+|Q|^{-1}\right)\right]^{r}}\left(\sum_{2^{j} \geqslant|Q|^{-1}}\left|\widetilde{\Delta}_{j}\left(\beta_{Q}\right)(x)\right|^{2}\right)^{1 / 2} .
$$

Hence, it suffices to show that

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}\left(\sum_{2^{j} \geqslant|I|^{-1}}\left|\widetilde{\Delta}_{j}\left(\beta_{Q}\right)(x)\right|^{2}\right)^{1 / 2} \mathrm{~d} x \lesssim|Q|\left\|\beta_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \tag{5.15}
\end{equation*}
$$

To this end, write

$$
\begin{aligned}
\int_{\mathbb{R}^{d}}\left(\sum_{2^{j} \geqslant|Q|^{-1}}\left|\widetilde{\Delta}_{j}\left(\beta_{Q}\right)(x)\right|^{2}\right)^{1 / 2} \mathrm{~d} x & =\int_{|x| \leqslant 2|Q|}\left(\sum_{2^{j} \geqslant|Q|^{-1}}\left|\widetilde{\Delta}_{j}\left(\beta_{Q}\right)(x)\right|^{2}\right)^{1 / 2} \mathrm{~d} x \\
& +\int_{|x|>2|Q|}\left(\sum_{2^{j} \geqslant|I|^{-1}}\left|\widetilde{\Delta}_{j}\left(\beta_{Q}\right)(x)\right|^{2}\right)^{1 / 2} \mathrm{~d} x .
\end{aligned}
$$

For the first term, by using the Cauchy-Schwarz inequality and Parseval's identity, we get

$$
\int_{|x| \leqslant 2|Q|}\left(\sum_{2^{j} \geqslant|Q|^{-1}}\left|\widetilde{\Delta}_{j}\left(\beta_{Q}\right)(x)\right|^{2}\right)^{1 / 2} \mathrm{~d} x \lesssim|Q|^{1 / 2}\left\|\beta_{Q}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}
$$

and hence,

$$
\begin{equation*}
\int_{|x| \leqslant 2|Q|}\left(\sum_{2^{j} \geqslant|Q|^{-1}}\left|\widetilde{\Delta}_{j}\left(\beta_{Q}\right)(x)\right|^{2}\right)^{1 / 2} \mathrm{~d} x \lesssim|Q|\left\|\beta_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \tag{5.16}
\end{equation*}
$$

To handle the second term, we use 5.11 for $N>2 d$,

$$
\begin{aligned}
& \int_{|x|>2|Q|}\left(\sum_{2^{j} \geqslant|Q|^{-1}}\left|\widetilde{\Delta}_{j}\left(\beta_{Q}\right)(x)\right|^{2}\right)^{1 / 2} \mathrm{~d} x \lesssim \\
& |Q|^{d+1}\left\|\beta_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\left(\sum_{2^{j} \geqslant|Q|^{-1}} 2^{2 j(2 d-N)}\right)^{1 / 2} \int_{|x|>2|Q|} \frac{1}{|x|^{N}} \mathrm{~d} x .
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\int_{|x|>|Q|}\left(\sum_{2^{j} \geqslant|I|^{-1}}\left|\widetilde{\Delta}_{j}\left(\beta_{Q}\right)(x)\right|^{2}\right)^{1 / 2} \mathrm{~d} x \lesssim|Q|\left\|\beta_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \tag{5.17}
\end{equation*}
$$

Therefore, in view of (5.16) and (5.17), (5.9) holds and so, the proof of the lemma is complete for the case $|Q|<1$.

Assume now that $|Q| \geqslant 1$. Notice then that $\beta_{Q}$ is then a multiple of an $h^{1}\left(\mathbb{R}^{d}\right)$ atom as

$$
a_{Q}=\frac{\beta_{Q}}{\left\|\beta_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}|Q|}
$$

is an $h_{1}\left(\mathbb{R}^{d}\right)$-atom. The the characterisation of $h^{1}\left(\mathbb{R}^{d}\right)$ in terms of Littlewood-Paley partitions (see e.g. 32 for the corresponding periodic case), the homogeneity of the $h^{1}\left(\mathbb{R}^{d}\right)$-norm, and the fact that for $|Q| \geqslant 1$

$$
\log \left(e+|Q|^{-1}\right) \approx 1
$$

yield

$$
\begin{aligned}
\left\|\left(\sum_{j \geqslant 0} \frac{\left|\widetilde{\Delta}_{j}\left(\beta_{Q}\right)\right|^{2}}{(j+1)^{2 r}}\right)^{1 / 2}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} & \leqslant\left\|\left(\sum_{j \geqslant 0}\left|\widetilde{\Delta}_{j}\left(\beta_{Q}\right)\right|^{2}\right)^{1 / 2}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \\
& \approx\left\|\beta_{Q}\right\|_{h^{1}\left(\mathbb{R}^{d}\right)} \\
& \lesssim|Q|\left\|\beta_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \\
& \approx \frac{|Q|\left\|\beta_{I}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}}{\left[\log \left(e+|Q|^{-1}\right)\right]^{r}}
\end{aligned}
$$

This completes the proof of the lemma.
Proof of Theorem 20, The case $r=0$ is well-known. In fact, for $r=0$, 5.6 holds as an equivalence; this is the Littlewood-Paley characterisation of $h^{1}\left(\mathbb{R}^{d}\right)$ (see e.g. $\quad 32$ for the corresponding periodic case or [18, Theorem 2.2.9] for the homogeneous case i.e. for the Littlewood-Paley characterisation of $H^{1}\left(\mathbb{R}^{d}\right)$ ).

We shall therefore give a proof for the case $r>0$. Towards this aim, observe that, as the norms in both sides of (5.6) are homogeneous, it suffices to establish (5.6) for $f \in h^{\Psi_{r, 1}}\left(\mathbb{R}^{d}\right)$ with $\|f\|_{h^{\Psi_{r, 1}\left(\mathbb{R}^{d}\right)}}=1$.

To this end, consider an $f \in h^{\Psi_{r, 1}}\left(\mathbb{R}^{d}\right)$ with $\|f\|_{h^{\Psi_{r, 1}}\left(\mathbb{R}^{d}\right)}=1$ and note that by the atomic decomposition of $h^{\Psi_{r, 1}}\left(\mathbb{R}^{d}\right)$ there exists an absolute constant $A_{r}>0$ and a sequence of multiples $\left\{\beta_{Q_{k}}\right\}_{k \in \mathbb{N}}$ of atoms such that

$$
\begin{equation*}
f=\sum_{k} \beta_{Q_{k}} \quad \text { in } \mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right) \tag{5.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{k \in \mathbb{N}}\left|I_{k}\right| \frac{\left\|\beta_{Q_{k}}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}}{\left[\log \left(e+\left\|\beta_{Q_{k}}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right)\right]^{r}} \leqslant A_{r} . \tag{5.19}
\end{equation*}
$$

By (5.18), one has

$$
\left\|\left(\sum_{j \geqslant 0} \frac{\left|\widetilde{\Delta}_{j}(f)\right|^{2}}{(j+1)^{2 r}}\right)^{1 / 2}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leqslant \sum_{k \in \mathbb{N}}\left\|\left(\sum_{j \geqslant 0} \frac{\left|\widetilde{\Delta}_{j}\left(\beta_{Q_{k}}\right)\right|^{2}}{(j+1)^{2 r}}\right)^{1 / 2}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}
$$

and hence, in view of (5.19), it suffices to prove that there exists an $M_{r}>0$, depending only on the constant $A_{r}$ appearing in (5.19), such that

$$
\begin{equation*}
\left\|\left(\sum_{j \geqslant 0} \frac{\left|\widetilde{\Delta}_{j}\left(\beta_{Q_{k}}\right)\right|^{2}}{(j+1)^{2 r}}\right)^{1 / 2}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leqslant M_{r}\left|Q_{k}\right| \frac{\left\|\beta_{Q_{k}}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}}{\left[\log \left(e+\left\|\beta_{Q_{k}}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right)\right]^{r}} \tag{5.20}
\end{equation*}
$$

for all $k \in \mathbb{N}$.
For each $k \in \mathbb{N}$, as $\beta_{Q_{k}}$ is a multiple of an $h^{\Psi_{r, 1}}$-atom, $\beta_{Q_{k}}$ satisfies properties (i) and (ii) of Lemma 21. Moreover, it follows from 5.19) that

$$
\frac{\left\|\beta_{Q_{k}}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}}{\left[\log \left(e+\left\|\beta_{Q_{k}}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right)\right]^{r}} \leqslant A_{r}\left|Q_{k}\right|^{-1}
$$

which implies that

$$
\begin{equation*}
\left[\log \left(e+\left\|\beta_{Q_{k}}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right)\right]^{r} \lesssim_{r}\left[\log \left(e+\left|Q_{k}\right|^{-1}\right)\right]^{r} . \tag{5.21}
\end{equation*}
$$

Therefore, 5.20 follows from 5.21 the Lemma 21.
Here we give two re-statements of Theorem 20. The first one is read as a embedding of spaces, while the second one, by using 5.3, can be interpreted as a Sobolev-type embedding.
Corollary 22. Let $r \geqslant 0$. The space $h^{\Psi_{r}, 1}\left(\mathbb{R}^{d}\right)$ is continously embedded in the space $F_{1,2}^{0,-r}\left(\mathbb{R}^{d}\right)$.
Corollary 23. Let $r \geqslant 0$. There exists a constant $C_{r}>0$ such that for all $f \in$ $h^{\Psi_{r, 1}}\left(\mathbb{R}^{d}\right)$ one has

$$
\left\|\log ^{-r}(e-\Delta) f\right\|_{h^{1}\left(\mathbb{R}^{d}\right)} \leqslant C_{r}\|f\|_{h^{\Psi_{r, 1}\left(\mathbb{R}^{d}\right)}}
$$

### 5.3. Behaviour of the Fourier transform of distributions in Hardy-Orlicz

 spaces. Let $\Psi$ be a growth function. In this section we study properties of the Fourier transform of distributions belonging to $H^{\Psi}\left(\mathbb{R}^{d}\right)$, or $h^{\Psi}\left(\mathbb{R}^{d}\right)$. We first obtain pointwise estimates, and then use them to prove Theorem 7, which is an extension of the Hardy-Littewood inequality to $H^{\log _{\text {-spaces }}}$.Proposition 24. Let $\Psi$ be a growth function of order $p \in(0,1]$.
If $f \in H^{\Psi}\left(\mathbb{R}^{d}\right)$, then its Fourier transform coincides with a continuous function that we denote by $\widehat{f}$. Moreover, there exists a constant $A_{d, \Psi}>0$, depending only on $\Psi$ and d, but not on $f$, such that

$$
|\widehat{f}(\xi)| \leqslant A_{d, \Psi} \frac{\Psi^{-1}\left(a_{d}|\xi|^{d}\right)}{a_{d}|\xi|^{d}}\|f\|_{H^{\Psi}\left(\mathbb{R}^{d}\right)}
$$

for all $\xi \in \mathbb{R}^{d} \backslash\{0\}$. Here $\Psi^{-1}$ denotes the inverse of $\Psi$ and $a_{d}:=|B(0,1)|^{-1}$.
Proof. Let $\phi$ be a fixed Schwartz function on $\mathbb{R}^{d}$ such that $\hat{\phi}(\xi)=1$ for all $|\xi| \leqslant 1$. For $f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right)$, define

$$
M_{\phi}^{*}[f](x):=\sup _{\substack{(y, t) \in \mathbb{R}^{d} \times[0, \infty): \\|y-x|<t}}\left|f * \phi_{s}(y)\right|, \quad x \in \mathbb{R}^{d}
$$

Let $f \in H^{\Psi}\left(\mathbb{R}^{d}\right)$ be non-zero. Suppose first that

$$
\|f\|_{H^{\Psi}\left(\mathbb{R}^{d}\right)}=\inf \left\{\lambda>0: \int_{\mathbb{R}^{d}} \Psi\left(\lambda^{-1} M_{\mathcal{F}_{m_{\Psi}}}^{*}[f](x)\right) \mathrm{d} x \leqslant 1\right\}=1
$$

Observe that this implies

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \Psi\left(M_{\phi}^{*}[f](x)\right) \mathrm{d} x \leqslant 1 . \tag{5.22}
\end{equation*}
$$

Note first that, for $t>0$, if $|x-y|<t$ then

$$
\left|f * \phi_{t}(x)\right| \leqslant \sup _{\substack{(z, s) \in \mathbb{R}^{d} \times[0, \infty): \\|z-y|<s}}\left|f * \phi_{s}(z)\right|=M_{\phi}^{*}[f](y),
$$

which implies that for $t>0$ and $|x-y|<t$,

$$
\Psi\left(\left|f * \phi_{t}(x)\right|\right) \leqslant \Psi\left(M_{\phi}^{*} f(y)\right) .
$$

This yields

$$
\begin{equation*}
\Psi\left(\left|f * \phi_{t}(x)\right|\right) \leqslant a_{d} t^{-d} \int_{B(x, t)} \Psi\left(M_{\phi}^{*}[f](y)\right) \mathrm{d} y \tag{5.23}
\end{equation*}
$$

where $a_{d}:=|B(0,1)|^{-1}$. It follows from (5.23) that

$$
\begin{equation*}
\sup _{x \in \mathbb{R}^{d}}\left|f * \phi_{t}(x)\right| \leqslant \Psi^{-1}\left(a_{d} t^{-d}\right) \tag{5.24}
\end{equation*}
$$

where we also used (5.22).
Let us define $\eta:(0, \infty) \rightarrow(0, \infty)$ given by $\eta(t):=t \cdot[\Psi(t)]^{-1}, t>0$. Observe that

$$
\left|f * \phi_{t}(x)\right| \leqslant \eta\left(\left|f * \phi_{t}(x)\right|\right) \Psi\left(M_{\phi}^{*}[f](x)\right) \leqslant \eta\left(\sup _{x \in \mathbb{R}^{d}}\left|f * \phi_{t}(x)\right|\right) \Psi\left(M_{\phi}^{*}[f](x)\right)
$$

and so, by employing (5.24), we obtain

$$
\begin{equation*}
\left|f * \phi_{t}(x)\right| \leqslant \eta \circ \Psi^{-1}\left(a_{d} t^{-d}\right) \Psi\left(M_{\phi}^{*}[f](x)\right) . \tag{5.25}
\end{equation*}
$$

Then using (5.22), we get

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}\left|f * \phi_{t}(x)\right| \mathrm{d} x \leqslant \eta \circ \Psi^{-1}\left(a_{d} t^{-d}\right) . \tag{5.26}
\end{equation*}
$$

Note that for all $0<t<1$, we have $h_{t}:=f * \phi_{t} \in L^{1}\left(\mathbb{R}^{d}\right)$, and $\hat{\phi}_{t}(\xi)=1$ for $|\xi| \leqslant 1 / t$, which yields that, in the sense of distributions,

$$
\widehat{f} \hat{\phi}_{t}=\widehat{h_{t}} .
$$

So we have that, for all $0<t<1$, the distribution $\hat{f}$ concides with the continuous function $\widehat{h_{t}}$ on the compact set $\{|\xi| \leqslant 1 / t\}$, and notice that for $0<s<t<1$, $\widehat{h_{s}}=\widehat{h_{t}}$ for all $\xi \in \mathbb{R}$ with $|\xi| \leqslant 1 / t$. This allows us to construct a continuous function $g$, such that $\hat{f}$ coincides with $g$ in a distributional sense and

$$
\begin{equation*}
g(\xi)=\widehat{f * \phi_{t}}(\xi), \quad|\xi| \leqslant 1 / t \tag{5.27}
\end{equation*}
$$

Fixing $\xi \in \mathbb{R}^{d} \backslash\{0\}$, and combining (5.27) (with the choice $t=|\xi|^{-1}$ ) with 5.26, we have

$$
|g(\xi)|=\left|f \widehat{* \phi_{|\xi|^{-1}}}(\xi)\right| \leqslant\left\|f * \phi_{|\xi|^{-1}}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leqslant \eta \circ \Psi^{-1}\left(a_{d}|\xi|^{d}\right)=\frac{\Psi^{-1}\left(a_{d}|\xi|^{d}\right)}{a_{d}|\xi|^{d}}
$$

Since $\Psi$ is of lower type $p$ it follows that for all $\xi \in \mathbb{R}^{d}$

$$
|g(\xi)| \lesssim(1+|\xi|)^{d\left(\frac{1}{p}-1\right)}
$$

which yields $g \in \mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right)$. Therefore, the proof is complete if $\|f\|_{H^{\Psi}\left(\mathbb{R}^{d}\right)}=1$.

If $f$ is non-zero and $\|f\|_{H^{\Psi}\left(\mathbb{R}^{d}\right)} \neq 1$, define

$$
\tilde{f}:=\|f\|_{H^{\Psi}\left(\mathbb{R}^{d}\right)}^{-1} f
$$

and then apply the previous step to $\tilde{f}$. By homogeneity, we obtain the desired result for the general case.

The proof of the theorem above can be easily modified to obtain the following counterpart for local Hardy-Orlicz spaces. We omit the details.

Proposition 25. Let $\Psi$ be a growth function of order $p \in(d /(d+1), 1]$. If $f \in$ $h^{\Psi}\left(\mathbb{R}^{d}\right)$, then its Fourier transform coincides with a continuous function that we denote by $\hat{f}$. Moreover, there exists a constant $A_{d, \Psi}>0$, depending only on $\Psi$ and $d$, but not on $f$, such that

$$
|\widehat{f}(\xi)| \leqslant A_{d, \Psi} \frac{\Psi^{-1}\left(a_{d}(1+|\xi|)^{d}\right)}{(1+|\xi|)^{d}}\|f\|_{h^{\Psi}\left(\mathbb{R}^{d}\right)}
$$

If we take $\Psi_{r, p}(t):=t^{p}[\log (e+t)]^{-r}$ as in 1.5), with $0<p \leqslant 1$ and $r \geqslant 0$, then it follows from 1.8 that

$$
\begin{equation*}
\Psi_{r, p}^{-1}(t) \approx t^{1 / p} \log (e+t)^{r / p} \tag{5.28}
\end{equation*}
$$

We thus deduce from Propositions 24 and 25 the following result.
Corollary 26. Given $p \in(d /(d+1), 1]$ and $r \geqslant 0$, there exist positive constants $A_{d, p, r}, B_{d, p, r}$, depending only on the dimension, $p$, and $r$, such that:
(1) for all $f \in H^{\Psi_{r, p}}\left(\mathbb{R}^{d}\right)$,

$$
\sup _{\xi \in \mathbb{R}^{d}} \frac{|\widehat{f}(\xi)|}{|\xi|^{\frac{1}{p}-1} \log ^{r / p}(e+|\xi|)} \leqslant A_{d, p, r}\|f\|_{H^{\Psi} r, p}\left(\mathbb{R}^{d}\right) ;
$$

(2) for all $f \in h^{\Psi_{r, p}}\left(\mathbb{R}^{d}\right)$,

$$
\sup _{\xi \in \mathbb{R}^{d}} \frac{|\hat{f}(\xi)|}{(1+|\xi|)^{\frac{1}{p}-1} \log ^{r / p}(e+|\xi|)} \leqslant B_{d, p, r}\|f\|_{h^{\Psi r, p}\left(\mathbb{R}^{d}\right)} .
$$

Remark 27. If $p \in(d /(d+1), 1]$ and $\Phi_{p}(t):=\Psi_{0, p}(t)=t^{p}, t \geqslant 0$, the first part of Corollary 26 recovers the classical fact that

$$
|\widehat{f}(\xi)| \lesssim_{d, p}|\xi|^{d\left(p^{-1}-1\right)}\|f\|_{H^{p}\left(\mathbb{R}^{d}\right)}, \quad \xi \in \mathbb{R}^{d} ;
$$

see §5.4 (a) in Chapter III of [33], and its local counterpart.
5.4. Proof of Theorem 7. Arguing as in the proof of 4, Theorem 28], we shall prove that there exists a constant $A_{d, \Psi, p}>0$, depending only on $d, \Psi$, and $p$, such that

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \frac{\Psi\left(|\xi|^{d}\left|\widehat{a_{Q}}(\xi)\right|\right)}{|\xi|^{2 d}} \mathrm{~d} \xi \leqslant A_{d, \Psi, p}|Q| \Psi\left(\left\|a_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right) \tag{5.29}
\end{equation*}
$$

for all $L^{\infty}$-functions $a_{Q}$ that are supported in some cube $Q$ with $\int_{Q} a_{Q}(x) \mathrm{d} x=0$.
To this end, fix an $L^{\infty}$-function $a_{Q}$ of this type and write

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \frac{\Psi\left(|\xi|^{d}\left|\widehat{a_{Q}}(\xi)\right|\right)}{|\xi|^{2 d}} \mathrm{~d} \xi=A+B \tag{5.30}
\end{equation*}
$$

where

$$
A:=\int_{|\xi|^{d}|Q| \leqslant 1} \frac{\Psi\left(|\xi|^{d}\left|\widehat{a_{Q}}(\xi)\right|\right)}{|\xi|^{2 d}} \mathrm{~d} \xi \quad \text { and } \quad B:=\int_{|\xi|^{d}|Q|>1} \frac{\Psi\left(|\xi|^{d}\left|\widehat{a_{Q}}(\xi)\right|\right)}{|\xi|^{2 d}} \mathrm{~d} \xi
$$

To handle $A$, note that by using the cancellation of $a_{Q}$ and the fact that

$$
\left|e^{-i 2 \pi x \xi}-e^{-i 2 \pi y \xi}\right| \leqslant 2 \pi|\xi||x-y| \lesssim_{d}|\xi||Q|^{1 / d} \quad \text { for all } x, y \in Q
$$

one deduces that

$$
\begin{equation*}
\left|\widehat{a_{Q}}(\xi)\right| \lesssim_{d}|\xi||Q|^{1+1 / d}\left\|a_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \quad \text { for all } \xi \in \mathbb{R}^{d} \tag{5.31}
\end{equation*}
$$

It thus follows from (5.31) that

$$
\begin{aligned}
\int_{|\xi|^{d}|Q| \leqslant 1} \frac{\Psi\left(|\xi|^{d}\left|\widehat{a_{Q}}(\xi)\right|\right)}{|\xi|^{2 d}} \mathrm{~d} \xi & \lesssim_{d} \int_{0}^{|Q|^{-1 / d}} \frac{\Psi\left(|Q|^{1+1 / d}\left\|a_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} s^{d+1}\right)}{s^{d+1}} \mathrm{~d} s \\
& \lesssim_{p}|Q|^{p(d+1) / d} \Psi\left(\left\|a_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right) \int_{0}^{|Q|^{-1 / d}} \rho^{p(d+1)-\mathrm{d}-1} \mathrm{~d} \rho \\
& \approx_{d, p}|Q| \Psi\left(\left\|a_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right)
\end{aligned}
$$

since $\Psi$ is of order $p>d /(d+1)$. Hence,

$$
\begin{equation*}
\int_{|\xi|^{d}|Q| \leqslant 1} \frac{\Psi\left(|\xi|^{d}\left|\widehat{a_{Q}}(\xi)\right|\right)}{|\xi|^{2 d}} \mathrm{~d} \xi \lesssim_{p, d}|Q| \Psi\left(\left\|a_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right) \tag{5.32}
\end{equation*}
$$

where the implied constant depends only on $p$ and $d$ and not on $a_{Q}$.
To deal with $B$, note that Hölder's inequality (with exponents 4 and $4 / 3$ ) and Plancherel's theorem yield

$$
\begin{aligned}
B & =\int_{|\xi|^{d}|Q|>1} \frac{\Psi\left(|\xi|^{d}\left|\widehat{a_{Q}}(\xi)\right|\right)}{|\xi|^{2 d}\left|\widehat{a_{Q}}(\xi)\right|^{1 / 2}}\left|\widehat{a_{Q}}(\xi)\right|^{1 / 2} \mathrm{~d} \xi \\
& \leqslant\left\|a_{Q}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{1 / 2}\left(\int_{|\xi|^{d}|Q|>1}\left(\frac{\Psi\left(|\xi|^{d}\left|\widehat{a_{Q}}(\xi)\right|\right)}{|\xi|^{d / 2}\left|\widehat{a_{Q}}(\xi)\right|^{1 / 2}}\right)^{4 / 3} \frac{\mathrm{~d} \xi}{|\xi|^{2 d}}\right)^{3 / 4} \\
& \leqslant|Q|^{1 / 4}\left\|a_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}^{1 / 2}\left(\int_{|\xi|^{d}|Q|>1}\left(\frac{\Psi\left(|\xi|^{d}\left|\widehat{a_{Q}}(\xi)\right|\right)}{|\xi|^{d / 2}\left|\widehat{a_{Q}}(\xi)\right|^{1 / 2}}\right)^{4 / 3} \frac{\mathrm{~d} \xi}{|\xi|^{2 d}}\right)^{3 / 4}
\end{aligned}
$$

Since $1 / 2 \leqslant d /(d+1)<p$, the function $t \mapsto t^{-1 / 2} \Psi(t)$ is quasi-increasing. Hence, as for all $\xi \in \mathbb{R}^{d}$ one has

$$
\left|\widehat{a_{Q}}(\xi)\right| \leqslant|Q|\left\|a_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}
$$

we deduce that

$$
\begin{equation*}
\frac{\Psi\left(|\xi|^{d}\left|\widehat{a_{Q}}(\xi)\right|\right)}{\left(|\xi|^{d}\left|\widehat{a_{Q}}(\xi)\right|\right)^{1 / 2}} \lesssim_{p} \frac{\Psi\left(|\xi|^{d}|Q|\left\|a_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right)}{\left(|\xi|^{d}|Q|\left\|a_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right)^{1 / 2}} \tag{5.33}
\end{equation*}
$$

Then, in view of 5.33), one has

$$
B \lesssim_{p}|Q|^{1 / 4}\left\|a_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}^{1 / 2}\left(\int_{|\xi|^{d}|Q|>1}\left(\frac{\Psi\left(|\xi|^{d}|Q|\left\|a_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right)}{|\xi|^{d / 2}|Q|^{1 / 2}\left\|a_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}^{1 / 2}}\right)^{4 / 3} \frac{\mathrm{~d} \xi}{|\xi|^{2 d}}\right)^{3 / 4}
$$

Since $t \mapsto t^{-1} \Psi(t)$ is non-increasing, it follows that

$$
B \lesssim_{p} \Psi\left(\left\|a_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right)\left(\int_{|\xi|^{d}|Q|>1} \frac{1}{|\xi|^{4 d / 3}} \mathrm{~d} \xi\right)^{3 / 4}
$$

Hence,

$$
\begin{equation*}
B \lesssim_{d, p} \int_{|\xi|^{d}|Q|>1} \frac{\Psi\left(|\xi|^{d}\left|\widehat{a_{Q}}(\xi)\right|\right)}{|\xi|^{2 d}} \mathrm{~d} \xi \lesssim_{p, d}|Q| \Psi\left(\left\|a_{Q}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right), \tag{5.34}
\end{equation*}
$$

where the implied constant depends only on $p$ and $d$ and not on $a_{Q}$.
To complete the proof of the theorem, note that for any given atomic decomposition of $f$ i.e.

$$
f=\sum_{j} b_{j},
$$

where $b_{j}$ are constant multiples of atoms in $H^{\Psi}\left(\mathbb{R}^{d}\right)$, supported in cubes $Q_{j}$, the sub-linearity of $\Psi$ and 5.29) imply that

$$
\int_{\mathbb{R}^{d}} \frac{\Psi\left(|\xi|^{d}|\widehat{f}(\xi)|\right)}{|\xi|^{2 d}} \mathrm{~d} \xi \lesssim_{d, p} \sum_{j}\left|Q_{j}\right| \Psi\left(\left\|b_{j}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right) .
$$

By taking the infimum over all possible atomic decompositions of $f$, one obtains the result of the statement.

The following inequality, is a consequence of Theorem 7 combined with Proposition 24, and can be regarded as a Euclidean version of Theorem 3.
Corollary 28. Let $\Psi$ be a growth function of order $p$ with $p \in(d /(d+1), 1]$. Then, for every $1 \leqslant q<\infty$, there exist constants $a_{d}>0$ and $B_{d, \Psi, p, q}>0$ such that

$$
\left(\int_{\mathbb{R}^{d}}\left(\frac{|\hat{f}(\xi)||\xi|^{d}}{\Psi^{-1}\left(a_{d}|\xi|^{d}\right)}\right)^{q} \frac{\mathrm{~d} \xi}{|\xi|^{d}}\right)^{1 / q} \leqslant B_{d, \Psi, p, q}\|f\|_{H^{\Psi}\left(\mathbb{R}^{d}\right)}
$$

Proof. Set $a_{d}:=|B(0,1)|^{-1}$ and observe that Proposition 24 corresponds to the ' $q=\infty$ ' case. Therefore, it suffices to prove the desired inequality for $q=1$ and then, the case $q \in(1, \infty)$ follows by interpolation.

We shall first establish the $q=1$ case when $\|f\|_{H^{\Psi}\left(\mathbb{R}^{d}\right)}=1$. Write

$$
\int_{\mathbb{R}^{d}} \frac{|\hat{f}(\xi)|}{\Psi^{-1}\left(a_{d}|\xi|^{d}\right)} \mathrm{d} \xi=A_{d, \Psi} \int_{\mathbb{R}^{d}} \Psi\left(\frac{|\xi|^{d}|\widehat{f}(\xi)|}{A_{d, \Psi}}\right) \frac{\frac{|\xi|^{d}|\hat{f}(\xi)|}{A_{d, \Psi}}}{\Psi\left(\frac{|\xi|^{d}|\hat{f}(\xi)|}{A_{d, \Psi}}\right)} \frac{1}{\Psi^{-1}\left(a_{d}|\xi|^{d}\right)|\xi|^{d}} \mathrm{~d} \xi,
$$

where $A_{d, \Psi}$ is the constant in Proposition 24 . By Proposition 24 together with the fact that $t \mapsto t^{-1} \Psi(t)$ is non-increasing, we have that

$$
\frac{|\xi|^{d}|\widehat{f}(\xi)|}{A_{d, \Psi}} \leqslant \Psi^{-1}\left(a_{d}|\xi|^{d}\right) .
$$

We get

$$
\int_{\mathbb{R}^{d}} \frac{|\hat{f}(\xi)|}{\Psi^{-1}\left(a_{d}|\xi|^{d}\right)} \mathrm{d} \xi \leqslant \frac{A_{d, \Psi}}{a_{d}} \int_{\mathbb{R}^{d}} \Psi\left(\frac{|\xi|^{d}|\hat{f}(\xi)|}{A_{d, \Psi}}\right) \frac{1}{|\xi|^{2 d}} \mathrm{~d} \xi
$$

and since $\Psi(2 t) \leqslant 2 \Psi(t)$ for all $t \geqslant 0$, we deduce that

$$
\int_{\mathbb{R}^{d}} \frac{|\widehat{f}(\xi)|}{\Psi^{-1}\left(a_{d}|\xi|^{d}\right)} \mathrm{d} \xi \leqslant \frac{2}{a_{d}} \int_{\mathbb{R}^{d}} \Psi\left(|\xi|^{d}|\widehat{f}(\xi)|\right) \frac{1}{|\xi|^{2 d}} \mathrm{~d} \xi
$$

Hence, by Theorem 7 we obtain

$$
\int_{\mathbb{R}^{d}} \frac{|\hat{f}(\xi)|}{\Psi^{-1}\left(a_{d}|\xi|^{d}\right)} \mathrm{d} \xi \leqslant B_{d, \Psi, p}
$$

where $B_{d, \Psi, p}:=2 a_{d}^{-1} C_{d, \Psi, p}$ with $C_{d, \Psi, p}$ being as in the statement of Theorem 7 . Therefore, the case ' $q=1$ ' holds for all $f \in H^{\Psi}\left(\mathbb{R}^{d}\right)$ with $\|f\|_{H^{\Psi}\left(\mathbb{R}^{d}\right)}=1$. The general case follows by homogeneity.

Corollary 29. Let $\Psi$ be a growth function of order $p$ with $p \in(d /(d+1), 1]$. Then, for every $1 \leqslant q<\infty$, there exist constants $a_{d}>0$ and $B_{d, \Psi, p, q}>0$ such that

$$
\begin{equation*}
\left(\int_{\mathbb{R}^{d}}\left(\frac{|\hat{f}(\xi)|\langle\xi\rangle^{d}}{\Psi^{-1}\left(a_{d}\langle\xi\rangle^{d}\right)}\right)^{q} \frac{\mathrm{~d} \xi}{\langle\xi\rangle^{d}}\right)^{1 / q} \leqslant B_{d, \Psi, p, q}\|f\|_{h^{\Psi}\left(\mathbb{R}^{d}\right)} . \tag{5.35}
\end{equation*}
$$

Proof. By using [28, Lemma 7.4] we have that a distribution belongs to the local space $h^{\Psi}$ if, and only if, $\varphi_{0}(D) f \in L^{\Psi}$ and $\left(1-\varphi_{0}\right)(D) f \in H^{\Psi}$ and

$$
\|f\|_{h^{\Psi}} \approx\left\|\left(1-\varphi_{0}\right)(D) f\right\|_{H^{\Psi}}+\left\|\varphi_{0}(D) f\right\|_{L^{\Psi}}
$$

where $\varphi_{0}$ is a Schwartz function, radial, positive and supported in $|\xi| \leqslant 1$, which is equal to 1 for $|\xi| \leqslant 1 / 2$. Let $f_{0}=\varphi_{0}(D) f$, and $f_{1}=f-f_{1}$. So, it suffices to show (5.35) for both $f_{0}$ and $f_{1}$.

Using that for $|\xi| \geqslant 1,|\xi| \approx\langle\xi\rangle$, a direct application of Corollary 28 to deduce that 5.35 holds for $f_{1}$.

Since for $|\xi| \leqslant 1,\langle\xi\rangle \approx 1$, using Proposition 25 we have

$$
\int_{\mathbb{R}^{d}}\left(\frac{\left|\widehat{f}_{0}(\xi)\right|\langle\xi\rangle^{d}}{\Psi^{-1}\left(\langle\xi\rangle^{d}\right)}\right)^{q} \frac{\mathrm{~d} \xi}{\langle\xi\rangle^{d}} \lesssim \int_{|\xi| \leqslant 1}|\widehat{f}(\xi)|^{q} \mathrm{~d} \xi \lesssim\left\|f_{0}\right\|_{h^{\Psi}\left(\mathbb{R}^{d}\right)}^{q}
$$

Remark 30. Note that if $\Psi_{1}(t):=t \cdot[\log (e+t)]^{-1}, t \geqslant 0$, then Corollary 28 yields

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \frac{|\hat{f}(\xi)|}{|\xi|^{d} \log (e+|\xi|)} \mathrm{d} \xi \lesssim_{d}\|f\|_{H^{\Psi_{1}\left(\mathbb{R}^{d}\right)}} \tag{5.36}
\end{equation*}
$$

for all $f \in H^{\log }\left(\mathbb{R}^{d}\right)$, which is a Euclidean version of (1.7).

### 5.5. Applications of the Euclidean results.

5.5.1. Sobolev embedding-type results. By using Corollary 28, and its local version (5.35), with $q=1$, and appealing to the properties of the Fourier transform, we have the following Sobolev embedding-type results.

Corollary 31. Let $\Psi$ be a growth function of order $p$ with $p \in(d /(d+1), 1]$.
(1) Then there exist positive constants $a_{d}$ and $B_{d, \Psi, p}$ such that for any Schwartz function $f$ on $\mathbb{R}^{d}$

$$
\|f\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leqslant B_{d, \Psi, p}\left\|\Psi^{-1}\left(a_{d}(-\Delta)^{d / 2}\right) f\right\|_{H^{\Psi}\left(\mathbb{R}^{d}\right)}
$$

(2) Then there exist positive constants $a_{d}$ and $C_{d, \Psi, p}$ such that for any Schwartz function $f$ on $\mathbb{R}^{d}$

$$
\|f\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leqslant C_{d, \Psi, p}\left\|\Psi^{-1}\left(a_{d}(1-\Delta)^{d / 2}\right) f\right\|_{h^{\Psi}\left(\mathbb{R}^{d}\right)}
$$

To give an intuitive interpretation of the previous statement, let us consider the particular case that we take $\Psi_{r, p}(t)=t^{p} \log (e+t)^{-r}$ as in 1.5. Using (5.28) and the corollary, we have the following result.
Corollary 32. Let $p \in(d /(d+1), 1]$ and $r \geqslant 0$. Then there exists a positive constant $B_{d, r, p}$ such that for all Schwartz functions $f$ on $\mathbb{R}^{d}$

$$
\|f\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leqslant B_{d, r, p}\left\|(-\Delta)^{\frac{d p}{2}} \log ^{\frac{r}{p}}(e-\Delta) f\right\|_{H^{\Psi}, p\left(\mathbb{R}^{d}\right)}
$$

and

$$
\|f\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leqslant B_{d, r, p}\left\|(1-\Delta)^{\frac{d p}{2}} \log ^{\frac{r}{p}}(e-\Delta) f\right\|_{h^{\Psi r, p}\left(\mathbb{R}^{d}\right)}
$$

Roughly speaking, these inequalities say that if a distribution has its derivatives of order $d p$ plus $r / p$-logarithmic order in $h^{\Psi_{r, p}}\left(\mathbb{R}^{d}\right)$, then it belongs to $\mathcal{C}_{0}\left(\mathbb{R}^{d}\right)$.

Corollary 28, and the identification in [1, Proposition 2.26] yield that for $2 \leqslant$ $q<\infty$ one has the following result.
Corollary 33. Let $p \in(d /(d+1), 1]$ and $r \geqslant 0$. Then for all Schwartz functions $f$ on $\mathbb{R}^{d}$ and for $2 \leqslant q<\infty$ one has

$$
\begin{equation*}
\|f\|_{F_{q, 2}^{0,-\frac{r}{p}}\left(\mathbb{R}^{d}\right)} \approx\left\|\log ^{-r / p}(e-\Delta) f\right\|_{L^{q}\left(\mathbb{R}^{d}\right)} \lesssim\left\|(-\Delta)^{\frac{d p}{2 q^{\prime}}} f\right\|_{H^{\Psi} r, p\left(\mathbb{R}^{d}\right)} \tag{5.37}
\end{equation*}
$$

and

$$
\begin{equation*}
\|f\|_{F_{q, 2}-\frac{d p}{q^{\prime},-\frac{r}{p}}\left(\mathbb{R}^{d}\right)} \lesssim\|f\|_{h^{\Psi_{r, p}\left(\mathbb{R}^{d}\right)}} . \tag{5.38}
\end{equation*}
$$

Remark 34. Recall that Corollary 22 yields

$$
\|f\|_{F_{1,2}^{0,-r}\left(\mathbb{R}^{d}\right)} \approx\left\|\log ^{-r}(e-\Delta) f\right\|_{h^{1}\left(\mathbb{R}^{d}\right)} \lesssim d, q\|f\|_{h^{\log ^{r}\left(\mathbb{R}^{d}\right)}}
$$

Note that, for all $q>1$, the standard Sobolev embedding between Triebel-Lizorkin spaces [35, §2.7.1] and this last inequality yield

$$
\|f\|_{F_{q, 2}^{-\frac{d}{q^{\prime}},-r}\left(\mathbb{R}^{d}\right)} \lesssim\|f\|_{F_{1,2}^{0,-r}\left(\mathbb{R}^{d}\right)} \lesssim\|f\|_{h^{\log ^{r}\left(\mathbb{R}^{d}\right)}}
$$

proving that, for $p=1$, 5.38 holds for all $1 \leqslant q<\infty$.
5.5.2. Embedding of analytic function spaces on the right halfplane. In this section we show how $L^{2}$-based analytic Sobolev spaces of generalised logarithmic smoothness, and as a consequence, Hardy-Orlicz spaces of logarithmic type, can be embedded into certain spaces of analytic functions on the right halfplane (see Proposition 37 and its corollary).

To be more specific, let $\nu$ be a positive regular Borel measure on $[0, \infty)$, satisfying the doubling condition

$$
\begin{equation*}
\sup _{t>0} \frac{\nu[0,2 t)}{\nu[0, t)}<\infty . \tag{5.39}
\end{equation*}
$$

The Zen space $A_{\nu}^{2}$ is defined to consist of all analytic functions $F$ on

$$
\mathbb{C}_{+}:=\{z \in \mathbb{C}: \operatorname{Re}(z)>0\}
$$

such that

$$
\|F\|^{2}=\sup _{t>0} \int_{\overline{\mathbb{C}_{+}}}|F(x+i y+t)|^{2} \mathrm{~d} \nu(x) \mathrm{d} y<\infty
$$

Examples of Zen spaces include Hardy spaces $H^{p}\left(\mathbb{C}_{+}\right)$(when $\nu=\frac{\delta_{0}}{2 \pi}$ ) and weighted Bergman spaces $\mathcal{B}_{\alpha}^{p}\left(\mathbb{C}_{+}\right)$(take $\alpha>-1$ and $\left.\mathrm{d} \nu(x)=\frac{x^{\alpha}}{\pi} \mathrm{d} x\right)$. We refer the reader to 22.24 and the references therein.

A feature of Zen spaces is that the Laplace transform defines an isometric map from weighted $L^{2}$ spaces on $(0, \infty)$ into certain spaces of analytic functions. More specifically we have (see e.g. [24, Proposition 2.3]):

Theorem 35 (Paley-Wiener theorem for Zen spaces). Suppose that $w$ is given as a weighted Laplace transform

$$
w(t)=2 \pi \int_{0}^{\infty} e^{-2 r t} d \nu(r) \quad(t>0)
$$

Then the Laplace transform provides an isometric map

$$
\mathcal{L}: L^{2}((0, \infty), w(t) \mathrm{d} t) \rightarrow A_{\nu}^{2}
$$

where

$$
\mathcal{L}(g)(z)=\int_{0}^{\infty} e^{-z t} g(t) \mathrm{d} t
$$

Definition 36. Set

$$
\mathcal{H}^{s, r}\left(\mathbb{R}^{d}\right):=\left\{f \in \mathcal{S}^{\prime}:(1-\Delta)^{\frac{s}{2}} \log ^{r}(e-\Delta) f \in L^{2}\left(\mathbb{R}^{d}\right)\right\}=F_{2,2}^{s, r}\left(\mathbb{R}^{d}\right)
$$

and endow $\mathcal{H}^{s, r}\left(\mathbb{R}^{d}\right)$ with the norm

$$
\|f\|_{\mathcal{H}^{s, r}}=\left\|(1-\Delta)^{\frac{s}{2}} \log ^{r}(e-\Delta) f\right\|_{L^{2}} .
$$

We shall denote by $\mathcal{H}_{A}^{s, r}(\mathbb{R})$ those distributions in $\mathcal{H}^{s, r}(\mathbb{R})$ whose Fourier transform in supported in $[0, \infty)$.

The main result of this section is the following one.
Proposition 37. Let $a>-1$ and $\gamma>0$. The Laplace-Fourier transform given by

$$
T f:=\mathcal{L}(\widehat{f})(z)
$$

provides an isometric map

$$
T: \mathcal{H}_{A}^{-\frac{a+1}{2},-\frac{\gamma}{2}}(\mathbb{R}) \rightarrow A_{\nu_{a, \gamma}}^{2}\left(\mathbb{C}_{+}\right)
$$

where $\mathrm{d} \nu_{a, \gamma}(z)=\pi k_{a, \gamma}(x / 2) \mathrm{d} x$ and

$$
\begin{equation*}
k_{a, \gamma}(t):=e^{-t e} \int_{0}^{\infty} \frac{t^{a+b} b^{\gamma-1}}{\Gamma(\gamma) \Gamma(a+b+1)} \mathrm{d} b \tag{5.40}
\end{equation*}
$$

The previous proposition, jointly with 5.38 with the choice $q=2$, implies the following result.

Corollary 38. Let $p \in(1 / 2,1]$ and $r>0$. Then the Laplace-Fourier transform $T$ is a bounded map

$$
T: h_{A}^{\Psi{ }_{r, p}}(\mathbb{R}) \rightarrow A_{\nu_{a, \gamma}}^{2}\left(\mathbb{C}_{+}\right)
$$

where

$$
a=p-1, \quad \gamma=\frac{2 r}{p}, \quad \mathrm{~d} \nu_{a, \gamma}(z)=\pi k_{a, \gamma}(x / 2) \mathrm{d} x
$$

and $h_{A}^{\Psi_{r, p}}(\mathbb{R})$ is defined as those distributions in $h^{\Psi_{r, p}}(\mathbb{R})$ whose Fourier transform is supported in $[0, \infty)$.

Proof of Proposition 37. We start the proof by giving two technical results that identify the symbol of the Fourier multiplier defining the space $\mathcal{H}^{s, r}\left(\mathbb{R}^{d}\right)$ as the Laplace transform of a suitable doubling measure.
Lemma 39. Let $a>-1, \gamma>0$. If $k_{a, \gamma}$ denotes the function given in 5.40 then

$$
\mathcal{L}\left(k_{a, \gamma}\right)(s)=\frac{1}{(e+s)^{a+1} \ln (e+s)^{\gamma}}
$$

Proof. Notice that for $a>-1$

$$
(e+s)^{-(a+1)} \Gamma(a+1)=\int_{0}^{\infty} t^{a} e^{-t e} e^{-t s} \mathrm{~d} t
$$

so if we take

$$
\begin{equation*}
g_{a}(t)=\frac{t^{a} e^{-t e}}{\Gamma(a+1)}, \tag{5.41}
\end{equation*}
$$

then

$$
\mathcal{L}\left(g_{a}\right)(s)=(e+s)^{-(a+1)}
$$

Also, we have that

$$
\begin{aligned}
\frac{\Gamma(\gamma)}{\ln (e+s)^{\gamma}}=\int_{0}^{\infty} \frac{b^{\gamma-1}}{(e+s)^{b}} \mathrm{~d} b & =\int_{0}^{\infty}\left(\int_{0}^{\infty} \frac{t^{b-1} b^{\gamma-1}}{\Gamma(b)} \mathrm{d} b\right) e^{-t e} e^{-t s} \mathrm{~d} t \\
& =\Gamma(\gamma) \mathcal{L}\left(h_{\gamma}\right)(s)
\end{aligned}
$$

where

$$
\begin{equation*}
h_{\gamma}(t):=\frac{e^{-t e}}{\Gamma(\gamma)} \int_{0}^{\infty} \frac{t^{b-1} b^{\gamma-1}}{\Gamma(b)} \mathrm{d} b \tag{5.42}
\end{equation*}
$$

A change of the order of integration, a change of variables, and the relation between the Beta function and the Gamma function yield

$$
\begin{aligned}
h_{\gamma} * g_{a}(t) & =\frac{e^{-t e}}{\Gamma(a+1) \Gamma(\gamma)} \int_{0}^{\infty} \frac{b^{\gamma-1}}{\Gamma(b)} \int_{0}^{t}(t-s)^{a} s^{b-1} \mathrm{~d} s \mathrm{~d} b \\
& =e^{-t e} \int_{0}^{\infty} \frac{t^{a+b} b^{\gamma-1}}{\Gamma(\gamma) \Gamma(a+b+1)} \mathrm{d} b
\end{aligned}
$$

The result follows since, by the properties of the Laplace transform, we have that

$$
\mathcal{L}\left(k_{a, \gamma}\right)=\mathcal{L}\left(h_{\gamma}\right) \mathcal{L}\left(g_{a}\right) .
$$

Lemma 40. Let $a>-1$ and $\gamma>0$. Define

$$
\Phi_{a, \gamma}(t):=\int_{0}^{t} k_{a, \gamma}(s) \mathrm{d} s
$$

Then

$$
\begin{equation*}
\sup _{t>0} \frac{\Phi_{a, \gamma}(2 t)}{\Phi_{a, \gamma}(t)}<\infty \tag{5.43}
\end{equation*}
$$

Proof. A change on the order of integration and a change of variables yield

$$
\begin{aligned}
\Phi_{a, \gamma}(t) & =\int_{0}^{\infty} \frac{b^{\gamma-1}}{\Gamma(\gamma) \Gamma(a+b+1)} \int_{0}^{t} s^{a+b} e^{-s e} \mathrm{~d} s \mathrm{~d} b \\
& =\int_{0}^{\infty} \frac{e^{-(a+b+1)} b^{\gamma-1}}{\Gamma(\gamma) \Gamma(a+b+1)} \int_{0}^{e t} s^{a+b} e^{-s} \mathrm{~d} s \mathrm{~d} b
\end{aligned}
$$

In particular it follows that $\Phi_{a, \gamma}$ is continuous on $[0, \infty)$, increasing and

$$
\sup _{t>0} \Phi_{a, \gamma}(t)=e^{-a-1}
$$

Hence, for $t \geqslant 1 / 2$ we have that

$$
\begin{equation*}
1 \leqslant \frac{\Phi_{a, \gamma}(2 t)}{\Phi_{a, \gamma}(t)} \leqslant \frac{e^{-a-1}}{\Phi_{a, \gamma}(1 / 2)} \tag{5.44}
\end{equation*}
$$

Then, it suffices to check the doubling property for $0<t<1 / 2$.

For $t<1$, a change of variables gives

$$
\begin{aligned}
\eta(t):=\int_{0}^{\infty} \frac{t^{a+b} b^{\gamma-1}}{\Gamma(\gamma) \Gamma(a+b+1)} \mathrm{d} b & =t^{a}|\ln t|^{-\gamma} \int_{0}^{\infty} \frac{e^{-u} u^{\gamma-1}}{\Gamma(\gamma) \Gamma\left(a+\frac{u}{|\ln t|}+1\right)} \mathrm{d} b \\
& =t^{a}|\ln t|^{-\gamma} \beta(t)
\end{aligned}
$$

Then, for $0<t<1 / 2$

$$
\frac{\eta(2 t)}{\eta(t)}=2^{a}\left|\frac{\ln 2 t}{\ln t}\right|^{\gamma} \frac{\beta(2 t)}{\beta(t)}
$$

It then follows that

$$
\lim _{t \rightarrow 0^{+}} \frac{\Phi_{a, \gamma}(2 t)}{\Phi_{a, \gamma}(t)}=2^{a}
$$

In particular, this yields that we can extend $\frac{\Phi_{a, \gamma}(2 t)}{\Phi_{a, \gamma}(t)}$ as a continuous function on $[0,1 / 2]$. By compactness, it has a maximum on that interval, which jointly with (5.44) yields (5.43).

Notice first that Lemma 40 guarantees the doubling property (5.39). By the definition of the norm on $\mathcal{H}_{A}^{s, r}$, Lemma 39 and the Paley-Wiener theorem 35 we have

$$
\begin{aligned}
\|f\|_{\mathcal{H}_{A}^{-\frac{a+1}{2},-\gamma / 2}(\mathbb{R})}^{2} & =\int_{0}^{\infty} \frac{|\hat{f}(s)|^{2}}{(s+e)^{a+1} \log ^{\gamma}(e+s)} \mathrm{d} s \\
& =\int_{0}^{\infty}|\widehat{f}(s)|^{2} \mathcal{L}\left(k_{a, \gamma}\right)(s) \mathrm{d} s=\|\mathcal{L}(\widehat{f})\|_{A_{\nu_{a, \gamma}}^{2}\left(\mathbb{C}_{+}\right)}^{2}
\end{aligned}
$$

where

$$
\mathrm{d} \nu_{a, \gamma}(z)=\pi k_{a, \gamma}(x / 2) \mathrm{d} x
$$

finishing the proof of Proposition 37 .
Remark 41. In the case that $r=0$, with a similar argument as above one shows that

$$
T: h_{A}^{p}(\mathbb{R}) \rightarrow A_{\nu_{a}}^{2}\left(\mathbb{C}_{+}\right)
$$

with

$$
\mathrm{d} \nu_{a}(z)=\pi g_{a}(x / 2) \mathrm{d} x \mathrm{~d} y=\frac{\pi x^{a}}{2^{a} \Gamma(a+1)} e^{-x e / 2} \mathrm{~d} x \mathrm{~d} y
$$

Remark 42. Note that for $a>-1$

$$
\mathcal{L}\left(x^{a}\right)(t)=\Gamma(a+1) t^{-a-1} .
$$

So defining for $\gamma>0$ and $a>-1$

$$
n_{a, \gamma}(t):=\frac{1}{\Gamma(a+1)} \int_{0}^{t}(t-s)^{a} h_{\gamma}(s) \mathrm{d} s
$$

with $h_{\gamma}$ as in (5.42), then

$$
\mathcal{L}\left(n_{a, \gamma}\right)(s)=\frac{1}{s^{a+1} \log ^{\gamma}(e+s)}
$$

Tracing the argument above, one shows that for $p \in(1 / 2,1]$ and $r>0$, the LaplaceFourier transform $T$ is a bounded map

$$
T: H_{A}^{\Psi_{r, p}}(\mathbb{R}) \rightarrow A_{\nu_{a, \gamma}}^{2}\left(\mathbb{C}_{+}\right)
$$

where

$$
a=p-1, \quad \gamma=\frac{2 r}{p}, \quad \mathrm{~d} \nu_{a, \gamma}(z)=\pi n_{a, \gamma}(x / 2) \mathrm{d} x
$$

and $H_{A}^{\Psi_{r, p}}(\mathbb{R})$ is defined as those distributions in $H^{\Psi_{r, p}}(\mathbb{R})$ whose Fourier transform is supported in $[0, \infty)$.

One can rephrase this boundedness result in terms of a Sobolev-like embedding involving a Bergman space. For instance, one obtains that for $p \in(1 / 2,1]$ and $r \geqslant 0$

$$
\|T f\|_{B_{2\left(\frac{1}{p}-1\right)}^{2}}^{2}\left(\mathbb{C}_{+}\right) \lesssim\left\|\log (e-\Delta)^{r / p} f\right\|_{H^{\Psi r, p}(\mathbb{R})}^{2}
$$

where $B_{a}^{2}\left(\mathbb{C}_{+}\right)=A_{\nu_{a}}^{2}\left(\mathbb{C}_{+}\right)$with

$$
\mathrm{d} \nu_{a}(z)=\frac{\pi x^{a}}{2^{a} \Gamma(a+1)} \mathrm{d} x \mathrm{~d} y
$$

## Acknowledgements

O.B. would like to thank I. Parissis for some useful discussions on Rubio de Francia-type square functions.
A.S. would like to thank J. Cima and M. Mitkovski for useful comments on the results in this paper.

## References

[1] Arias-Garcia, Sergi; Rodríguez-López, Salvador. Some endpoint estimates for bilinear Coifman-Meyer multipliers. J. Math. Anal. Appl. 498 (2021), no. 2, Article ID 124972, 28 pp.
[2] Arias-Garcia, Sergi; Rodríguez-López, Salvador. Endpoint estimates for bilinear pseudodifferential operators with symbol in $B S_{1,1}^{m}$. J. Math. Anal. Appl. 515 (2022), no. 1, Paper No. 126453, 23.
[3] Arias-Garcia, Sergi; Rodríguez-López, Salvador. Bilinear pseudodifferential operators with symbol in $B S_{1,1}^{m}$ on Triebel-Lizorkin spaces with critical Sobolev index. Collect. Math., https://doi.org/10.1007/s13348-023-00400-0
[4] Bakas, Odysseas; Pott, Sandra; Rodríguez-López, Salvador; Sola, Alan. Notes on $H^{\text {log }}$ : structural properties, dyadic variants, and bilinear $H^{1}-B M O$ mappings. Ark. Mat. 60 (2022), no. 2, 231-275.
[5] Bochkarev, S. V. de la Vallée-Poussin series in the spaces BMO, $L_{1}$ and $H^{1}(D)$, and multiplicative inequalities. In honor of the ninetieth birthday of Academician S. M. Nikol'skiř. Trudy Mat. Inst. Steklov. 210 (1995), Teor. Funktsiǔ i Differ. Uravn., 41-64.
[6] Bonami, Aline; Grellier, Sandrine. Hankel operators and weak factorization for Hardy-Orlicz spaces. Colloq. Math. 118 (2010), no. 1, 107-132.
[7] Bonami, Aline; Iwaniec, Tadeusz; Jones, Peter; Zinsmeister, Michel. On the Product of Functions in $B M O$ and $H^{1}$. Ann. Inst. Fourier (Grenoble) 57, no. 5 (2007), 1405-1439.
[8] Bourgain, J. On square functions on the trigonometric system. Bull. Soc. Math. Belg. Sér. B 37 (1985), no. 1, 20-26.
[9] Caetano, A. M.; Moura, S. D. Local growth envelopes of spaces of generalised smoothness: the subcritical case, Math. Nachr. 273 (2004), 43-57.
[10] Domingues de Moura, Susana. Function spaces of generalised smoothness. Diss. Math. 398, 88 p. (2001).
[11] Duren, Peter L. Theory of $H^{p}$ spaces. Pure and Applied Mathematics, Vol. 38 Academic Press, New York-London 1970 xii +258 pp.
[12] Duren, P.; Shields, A. Coefficient multipliers of $H^{p}$ and $B^{p}$ spaces. Pac. J. Math. 32, no. 1 (1970), 69-78.
[13] Duren, P. L.; Shields, A. L. Properties of $H^{p}(0<p<1)$ and its containing Banach space. Trans. Amer. Math. Soc. 141 (1969), 255-262.
[14] Dyakonov, Konstantin M. Generalized Hardy inequalities and pseudocontinuable functions. Ark. Mat. 34 (1996), no. 2, 231-244.
[15] Franke, Jens. On the spaces $\mathbf{F}_{p q}^{s}$ of Triebel-Lizorkin type: pointwise multipliers and spaces on domains. Math. Nachr. 125 (1986), 29-68.
[16] Frazier, Michael; Jawerth, Björn. A discrete transform and decompositions of distribution spaces. J. Funct. Anal. 93 (1990), no. 1, 34-170.
[17] Grafakos, Loukas. Classical Fourier analysis. 3rd ed. Graduate Texts in Mathematics 249. New York, NY: Springer. xvii, 638 p. (2014).
[18] Grafakos, Loukas. Modern Fourier analysis. 3rd ed. Graduate Texts in Mathematics 250. New York, NY: Springer. xvi, 624 p. (2014).
[19] Hardy, G. H.; Littlewood, J. E. Some new properties of Fourier constants. Math. Ann. 97 (1927), no. 1, 159-209.
[20] Hardy, G. H.; Littlewood, J. E. Notes on the theory of series (XX): generalizations of a theorem of Paley. Quart. J. Math. Oxford Ser. 8 (1937), 161-171.
[21] Hardy, G. H.; Littlewood, J. E. Theorems concerning mean values of analytic or harmonic functions. Quart. J. Math. Oxford Ser. 12 (1941), 221-256.
[22] Harper, Zen. Boundedness of convolution operators and input-output maps between weighted spaces. Complex Anal. Oper. Theory 3 (2009), 113-146.
[23] Harper, Zen. Laplace transform representations and Paley-Wiener theorems for functions on vertical strips. Doc. Math. 15 (2010), 235-254.
[24] Jacob, B.; Partington, J.R.; Pott, S. On Laplace-Carleson embedding theorems. J. Funct. Anal. 264 (2013), no. 3, 783-814.
[25] Janson, Svante. Generalizations of Lipschitz spaces and an application to Hardy spaces and bounded mean oscillation. Duke Math. J. 47 (1980), no. 4, 959-982.
[26] Janson, Svante; Peetre, Jaak; Semmes; Stephen. On the action of Hankel and Toeplitz operators on some function space. Duke Math. J. 51 (1984), no. 4, 937-958.
[27] Lacey, Michael T. Issues related to Rubio de Francia's Littlewood-Paley inequality. New York Journal of Mathematics. NYJM Monographs, 2. State University of New York, University at Albany, Albany, NY, 2007. 36 pp.
[28] Nakai, Eiichi; Sawano, Yoshihiro. Orlicz-Hardy spaces and their duals. Sci. China Math., 57 (2014) no. 5, 903-962.
[29] Paley, R. E. A. C. On the lacunary coefficients of power series. Ann. of Math. 34, no. 2 (1933), 615-616.
[30] Rubio de Francia, José L. A Littlewood-Paley inequality for arbitrary intervals. Rev. Mat. Iberoamericana 1 (1985), no. 2, 1-14.
[31] Sledd, W. T.; Stegenga, D. A. An $H^{1}$ multiplier theorem. Ark. Mat. 19 (1981), no. 2, 265-270.
[32] Stein, Elias M. Classes $H^{p}$, multiplicateurs et fonctions de Littlewood-Paley. Applications de résultats anterieurs. C. R. Acad. Sci., Paris, Sér. A 263 (1966), 780-781.
[33] Stein, Elias M. Harmonic analysis: real-variable methods, orthogonality, and oscillatory integrals. With the assistance of Timothy S. Murphy. Princeton Mathematical Series, 43. Monographs in Harmonic Analysis, III. Princeton University Press, Princeton, NJ, 1993. xiv +695 pp.
[34] Stein, E. M.; Zygmund, A. Boundedness of translation invariant operators on Hölder spaces and $L^{p}$-spaces. Ann. of Math. 85 (1967), no. 2, 337-349.
[35] Triebel, H. Theory of function spaces, Monographs in Mathematics, vol. 78, Birkhäuser Verlag, Basel, 1983.
[36] Vasilyev, I.; Tselishchev, A. Littlewood-Paley characterization of BMO and Triebel-Lizorkin spaces. Math. Nachr. 293 (2020), no. 10, 2029-2043.
[37] Viviani, Beatriz E. An atomic decomposition of the predual of $B M O(\rho)$. Rev. Mat. Iberoamericana 3 (1987), no. 3-4, 401-425
[38] Yang, Dachun; Liang, Yiyu; Ky, Luong Dang. Real-variable theory of Musielak-Orlicz Hardy spaces. Lecture Notes in Math. Vol. 2182. Springer, 2017.

BCAM - Basque Center for Applied Mathematics, 48009 Bilbao, Spain
Email address: obakas@bcamath.org
Centre for Mathematical Sciences, Lund University, 22100 Lund, Sweden
Email address: sandra.pott@math.lu.se
Department of Mathematics, Stockholm University, 10691 Stockholm, Sweden
Email address: s.rodriguez-lopez@math.su.se
Department of Mathematics, Stockholm University, 10691 Stockholm, Sweden
Email address: sola@math.su.se


[^0]:    2010 Mathematics Subject Classification. 42A24, 42B35 (primary); 30H10, 30H35, 42A44, 42A85, 42B30 (secondary).

    Key words and phrases. Hardy-Littlewood-type inequalities, Hardy-Orlicz spaces, multipliers, lacunary Fourier series, Sobolev embeddings.

    The first author was partially supported by the grant KAW 2017.0425, financed by the Knut and Alice Wallenberg Foundation and by the projects CEX2021-001142-S, RYC2018-025477-I, PID2021-122156NB-I00/AEI/10.13039/501100011033 funded by Agencia Estatal de Investigación and acronym "HAMIP", Juan de la Cierva Incorporación IJC2020-043082-I, and grant BERC 2022-2025 of the Basque Government. The third author was partially supported by the Spanish Government grant PID2020-113048GB-I00. The fourth author was partially supported by the National Science Foundation under DMS grant \# 1928930 while he participated in a programme hosted by MSRI (Berkeley, CA) during the spring 2022 semester.

