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We show that in anharmonic one-dimensional crystal lattices pairing of electrons or holes in a localized
bisolectron state is possible due to the coupling between the charges and the lattice deformation that can
overcome the Coulomb repulsion. Such localized states appear as traveling ground singlet states of two extra
electrons bound in the potential well created by the local lattice solitonlike deformation. We also find the first
excited localized state of two electrons given by a triplet state of two electrons. The results of the analytical study
of interacting electrons in a lattice with cubic anharmonicity are compared with the numerical simulations of
two electrons in an anharmonic lattice with Morse interactions and taking into account the single-site Hubbard
electron-electron repulsion. We find quite a good qualitative agreement between both approaches for a broad
range of parameter values. For illustration we give expressions for the bisolectron binding energy with parameter
values that are typical for biological macromolecules. We also estimate threshold values of the Coulomb repulsion
above which the bisolectron splits into two solectrons.
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I. INTRODUCTION

A broad class of low-dimensional systems such as polydi-
acetylene crystals,1–4 conducting platinum chain compounds
and conducting polymers,5 salts of transition metals (PbSe,
PbTe, PbS),6–9 and superconducting cuprates10–15 which find
numerous applications in microelectronics and nanotechnolo-
gies, or play an important role in living systems (polypeptide
macromolecules, DNA, etc.),16–23 manifest nonlinear effects.
These effects arise either from the electron-lattice interaction
or from the (nonlinear) lattice anharmonicity and, eventually,
from both items coupled together. As a consequence there
is the formation of electro-solitons or solectrons which are
bound states of an electron to a soliton16,24 thus generalizing
the polaron concept.25–31 Furthermore, lattice anharmonicity
can support the formation of two-component solitons.32–34

Besides, pairing of two excess electrons or holes35–43 may
be enhanced bringing strong electron correlation both in
momentum space and in real space.

The problem for pairing of charged particles is the Coulomb
repulsion. In normal metallic superconductors, the attractive
interaction needed to form a bound state of electrons (Cooper
pair) is due to the retardation of the electron-phonon interaction
in the harmonic lattice. Lattice polarization overcomes the
Coulomb repulsion so that for states near to the Fermi surface,
where the repulsion is rather weak, pairing becomes possible
(in momemtum space only with complete delocalization in
real space). This situation changes in the strong coupling case
where the two-electron bound state is localized in space on
one lattice site (small bipolaron).28,29

In particular, for one-dimensional electron-lattice systems
with cubic or quartic anharmonicity, it has been shown38,39

that two excess electrons with opposite spins may form a
bisolectron, which is a localized bound state of the paired

electrons in a lattice solitonlike deformation. When one excess
electron is spread on several lattice sites forming a solectron
state the Coulomb repulsion between two electrons in a
bisolectron is not as strong as in a small bipolaron, but
is not negligible as in the case of completely delocalized
electrons.

In contrast to two- and three-dimensional systems, the
Coulomb interaction can lead to divergent potential energy
in one-dimensional systems if both electrons are found with
finite density at the same point in space. This singularity
can be removed by using the Hubbard (local) model of
Coulomb interaction in a discrete lattice.44,45 We consider
in Sec. II the case when the electron-lattice interaction is
moderately strong, so that an adiabatic approximation is valid
in the continuum approximation. First we consider the cubic
anharmonicity in the lattice interactions. We also take the
Coulomb interaction weak enough, hence not modifying too
much the two-electron bisolectron wave function (Sec. III).
Subsequently, we consider the rather strong Coulomb repul-
sion case for which we find the two-electron wave function
using a variational approach (Sec. IV). Solutions for the
ground state and the first excited state are considered in
Sec. V. In Sec. VI we compare these analytical results with
numerical results of computer simulations in a lattice with
interactions between nearest neighbors described by the Morse
potential while the electrons are considered in the Hubbard
(local interaction) model. The comparison of results, in so
apparently drastically different approaches, shows quite a good
qualitative agreement. Finally, in Sec. VII we draw some
conclusions, discussing the applicability of the continuum
model and the stability of the bisolectron state. All through
the work we have used parameter values corresponding to
biological macromolecules.
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II. DYNAMICS OF THE COUPLED
ELECTRON-LATTICE SYSTEM

We consider an infinitely long, one-dimensional (1D)
crystal lattice, with units all of equal mass M and equilibrium
lattice spacing a, where two free, excess electrons are added.
The Hamiltonian of such a system can be represented in the
form:

Ĥ = Ĥel + Ĥlat + Ĥint + ĤCoul. (1)

Let E0 denote the onsite electron energy, let J denote the
electron exchange interaction energy, and let ĉ

†
n,s and ĉn,s be

the creation and annihilation operators of an electron with
the spin projection s =↑, ↓ at the site n. Then the electron
Hamiltonian (1) has the explicit form

Ĥel =
∑
n,s

[E0ĉ
†
n,s ĉn,s − J ĉ†n,s(ĉn+1,s + ĉn−1,s)]. (2)

Taking into account only longitudinal displacements of atoms
from their equilibrium positions, the lattice part of the
Hamiltonian (1) has the form

Ĥlat =
∑

n

[
p̂2

n

2M
+ Ûlat(ûn)

]
, (3)

where ûn is an operator of the nth atom displacement, p̂n is the
operator of the canonically conjugated momentum, and Ûlat is
the operator of the lattice potential energy, whose properties
will be specified below.

We consider the case when the dependence of the onsite
electron energy on atom displacements is much stronger than
that of the exchange interaction energy, so that the electron-
lattice interaction part of the Hamiltonian (1) has the form

Ĥint = χ
∑
n,s

(ûn+1 − ûn−1)ĉ†n,s ĉn,s , (4)

where χ accounts for the strength of electron-lattice interac-
tion. The Coulomb repulsion between the electrons is

ĤCoul =
∑

n,m,s,s ′
Unmĉ†n,s ĉ

†
m,s ′ ĉm,s ′ ĉn,s , (5)

where Unm is the matrix element corresponding to the Coulomb
interaction of electrons placed at sites n and m along the lattice.

In the Born-Oppenheimer approximation we can factorize
the state vector of the system into two parts,

|�(t)〉 = |�el(t)〉|�lat(t)〉. (6)

Here the state vector of the lattice has the form of the product
of the operator of coherent displacements of the atoms and the
vacuum state of the lattice

|�lat(t)〉 = S(t)|0〉lat,
(7)

S(t) = exp

{
− i

h̄

∑
n

[un(t)p̂n − pn(t)ûn]

}
,

where un(t), pn(t) are, respectively, the mean values of the
displacements of atoms from their equilibrium positions and
their canonically conjugated momenta in the state (6).

In the case of two excess electrons with spins s1,s2 in the
lattice, the electron state-vector has the form

|�el(t)〉 =
∑

n1,n2,s1,s2

�(n1,n2,s1,s2; t)ĉ†n1,s1
ĉ†n2,s2

|0〉el. (8)

We use for the function �(n1,n2,s1,s2; t) the normalization
condition ∑

n1,n2,s1,s2

|�(n1,n2,s1,s2; t)|2 = 1. (9)

In the absence of magnetic field the electron wave function
of the system can be represented by the product of the spatial
and the spin wave functions. The antisymmetry requirement
of the two-electron wave function may be fulfilled by the
symmetry of the spatial wave function and the antisymmetry
of the spin function (singlet state) or by the antisymmetry of
the coordinate function and the symmetry of the spin wave
function (triplet state). Using the state vector (6)–(8) we can
calculate the Hamiltonian functional H , corresponding to the
Hamiltonian operator (1):

H = 〈�(t)|Ĥ |�(t)〉. (10)

Minimizing the functional (10) with respect to electron and
phonon variables, a system of two coupled equations for the
two-electron wave function and the atom displacements can
be derived. In the continuum approximation n → x ≡ na this
system of equations is:

ih̄
∂�(x1,x2,t)

∂t

= − h̄2

2m

(
∂2

∂x2
1

+ ∂2

∂x2
2

)
�(x1,x2,t)

+χa

(
∂u(x,t)

∂x

∣∣∣∣
x=x1

+ ∂u(x,t)

∂x

∣∣∣∣
x=x2

)
�(x1,x2,t)

+UCoul(x1,x2)�(x1,x2,t), (11)

∂2u

∂t2
− V 2

ac
∂2Ulat

∂ρ2

∂2u

∂x2
= a

M
χ

(
∂

∂x1

∫
dx2|�(x1,x2,t)|2|x1=x

+ ∂

∂x2

∫
dx1|�(x1,x2,t)|2|x2=x

)
.

(12)

Here, Vac = a
√

w/M is the sound velocity in the lattice. w is
the lattice elasticity coefficient, defined by the Young modulus
E = wa. The sound velocity in the chain coinciding with
the phase velocity of acoustic phonons from the dispersion
is ω2(k) = (4w/M) sin2(ka/2) in the long-wavelength limit
ka 
 1. �(x1,x2,t) is the two-electron spatial wave function
with xi = nia, i = 1,2, u(x,t) is the function of the lattice
displacement, and UCoul accounts for the Coulomb repulsion
between the two electrons. Note that to study the case of strong
electron localization we ought to augment equation (12) with
an additional term ∝∂4u/∂x4 which takes into account the
dispersion of the lattice and can lead to supersonic solutions,
see, e.g., Ref. 46. Such a possibility would be considered
elsewhere.

Introducing the function of the lattice deformation

ρ(x,t) = −∂u(x,t)

∂x
, (13)
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we can write the potential energy of the system appearing in
the right hand side of the Schrödinger equation (11) in the
form

Utot = Usol(x1,x2,t) + UCoul(x1,x2), (14)

Usol(x1,x2,t) = −χa[ρ(x1,t) + ρ(x2,t)], (15)

where the function Usol(x1,x2,t) plays the role of an effective
potential created by the deformation of the lattice (index “sol”
indicates that this potential is solitonlike, as will be shown
below).

In lowest order, for the case of a lattice with cubic
anharmonicity the potential energy of the lattice, measured
in units of wa2, is

Ulat(ρ) = 1

2
ρ2 + γ

3
ρ3, (16)

where γ is the anharmonicity parameter whose value is
positive, as we wish to focus on strong enough compressions
for which the repulsion part of the potential is what really
matters.

The solution of Eqs. (11) and (12) for the singlet two-
electron problem without the Coulomb repulsion, i.e., when in
Eq. (11) UCoul is omitted, was found previously.38 In particular,
it was found that the lattice deformation is given by the
expression

ρ(ξ ) = ρ0sech2(κξ ), ξ = (x − V t)/a, (17)

with

κ = 1

2
√

σρ0, σ = χa

J
. (18)

The maximum value of the lattice deformation ρ0 depends
on the soliton velocity V and lattice anharmonicity γ . In the
moving frame, V = 0, it is approximately

ρ0(V = 0) ≈ 1

2
α2γ 2

[
1 + 3

144
α2γ 3

]
, (19)

with

α = 2δ

γ

√
σ , δ = χa

MV 2
ac

= χ

aw
. (20)

In the laboratory frame, for arbitrary values V of the velocity,
ρ0(V ) can be obtained numerically.

The solution for the singlet two-electron wave function is

�(x1,x2,t) = 1
2 [�1(x1,t)�2(x2,t) + �2(x1,t)�1(x2,t)].

(21)

The single-electron wave functions �1(x,t) = �2(x,t) ≡
�(x,t) are normalized to 1, according to Eq. (9). The modulus
|�(x,t)| ≡ (ξ ) is found to be of the soliton-type form,

(ξ ) =
√

ρ0

2δ
sech(κξ )

√
1 − s2 + γρ0sech2(κξ ), (22)

with s2 = V 2/V 2
ac. The phase factor contains the energy.

Clearly, the parameter κ in Eqs. (17) and (22) determines
the width of electron localization in the bisolectron state (22)
yet without Coulomb repulsion. The binding energy has been

found:

E(bind)

= 2E(sol)(V ) − E(bis)(V )

= χa

[
ρ0

4
3γρ0 + 1 − s2

γρ0 + 1 − s2
− ρ

(sol)
0

4
3γρ

(sol)
0 + 1 − s2

γρ
(sol)
0 + 1 − s2

]
> 0.

(23)

Here, E(sol) and ρ
(sol)
0 are the energy and maximum lattice

deformation for the solectron state where a single electron
is bound to the lattice soliton. Typical values for biological
macromolecules like polypeptides17 are: χ = 35 − 62 pN,
a = 5.4 · 10−10 m, w = 39 − 58 N/m, M = 5.7 · 10−25 kg,
and Vac = (3.6 − 4.5) · 103 m/s. The transfer energy value
for the amid-I excitation is Jexc = 0.001 eV, and the electron
transfer energy is of the order J ≈ 0.1–0.5 eV. For these
parameter values, the bisolectron binding energy (23) in
macromolecules is in the range E(bind) ≈ 0.05–0.5 eV, if the
Coulomb repulsion is neglected.

III. LIMIT CASE OF WEAK COULOMB REPULSION

If the bisolectron state is extended over few lattice sites,
i.e., if the width of the bisolectron l(bis)a = 2πa/κ is bigger
than a, the Coulomb repulsion is rather weak relative to the
binding energy of the bisolectron (23). Therefore, the wave
function (22) can be generalized as (see Refs. 35, 36, and 39)

1,2(ξ ) =
√

ρ0

2δ
sech[κ(ξ ∓ l/2)]

×
√

1 − s2 + γρ0sech2[κ(ξ ∓ l/2)]. (24)

Here the parameter l recalls the Coulomb repulsion in Eq. (11).
To a first approximation

UCoul = e2

4πεla
, (25)

and hence l provides an estimate of the distance between
the center of mass (c.o.m.) coordinates of one-electron wave
functions. ε denotes the dielectric constant of the lattice and in
SI units ε = εrelε0 contains the relative dielectric constant εrel

of the system.
The parameter l can be determined from the condition of the

minimum of energy. Averaging the energy functional (10) with
the two-electron wave function (21) using the state functions
(24), we obtain for the total energy of the system

E(bis) = 2E0 + 2

3
Jκ2 ρ0

δ
− 4

3

χaρ2
0

κδ
(1 − l2κ2)

+wa2ρ2
0

[
2

3
+ 1

2
γρ2

0 − l2κ2

(
1

3
+ 1

2
γρ2

0

)]

+ e2

4πεla
. (26)

Minimizing this expression with respect to l, we get the
equilibrium distance between the maxima of one-electron
functions:

l0 = 1

2

(
e2

πεaζ

)1/3

(27)

245105-3



L. BRIZHIK et al. PHYSICAL REVIEW B 85, 245105 (2012)

where

ζ =
[

4

3

χaρ2
0κ

δ
− wa2ρ2

0κ
2

(
1

3
+ 1

2
γρ2

0

)]
. (28)

Then (27) can be approximated by

l0 = 1

2

(
3δe2

4πεχa2ρ2
0κ

)1/3

. (29)

Strictly speaking, this approach is valid when the distance
between the two maxima is small compared to the width
of the bisolectron wave function so that the condition l0 

l(bis) = 2π/κ is fulfilled. Thus we find a lattice soliton binding
two electrons together in the lattice deformation potential
well (15). The bisolectron solution is stable when its binding
energy is higher than the Coulomb repulsion and hence in
view of Eq. (23) Jg2/2 > UCoul, where g = χ2/(2Jw). For
polypeptides the value g = (0.9–3.9) is found.17 Therefore
we conclude that the threshold or critical value of the
electron-lattice coupling constant χ increases with increasing
Coulomb repulsion in agreement with the results given in
Ref. 47. Note that the Coulomb interaction is screened by
the relative dielectric constant εrel of the order of 10. For the
parameter values given above, we find that l0 is small compared
with 2π/κ so that the weak coupling condition holds. The
estimation for the binding energy E(bis) gives a value of about
0.05 eV indicating a stable bisolectron solution, as expected.

In Sec. VI, Fig. 4, we will show the charge density
distribution q(ξ ) = 2

1(ξ ) + 2
2(ξ ) for three different values

of l0, i.e., for three different values of the ratio between
the binding energy of the bisolectron and the Coulomb
repulsion strength (25). The density profile has one maximum
at relatively small values of l0 and two maxima at large values
of l0, indicating when the bisolectron splits into two solectrons.

IV. SEPARATION OF THE TWO-ELECTRON CENTER
OF MASS MOTION

Let us consider the case of arbitrary Coulomb repulsion.
The Coulomb term in Eq. (11) is represented as

UCoul = e2

4πε|x1 − x2| . (30)

Let the c.o.m. coordinate be X = (x1 + x2)/2 − V t , the
running wave coordinate of the soliton moving with velocity
V , with relative coordinate x = x2 − x1. The interaction of
the electrons with the lattice is described by the effective
deformational potential (15). Let us assume that the solution
for the soliton potential Usol(x1,x2,t) can be represented in the
form

Usol(x1,x2,t) ≈ U
(0)
sol (x1,x2,t) = − χa[ρ(0)(x1,t) + ρ(0)(x2,t)]

≈ −2χaρ(0)(X,t) + Urel(x,t ; X), (31)

where the superscript (0) indicates solutions in the absence
of the Coulomb interaction. Expanding Urel(x,t ; X) to second
order with respect to x, we have

Urel(x,t ; X) ≈ 1

2
mω2

0x
2,

(32)

mω2
0 = −1

2
χa

∂2ρ(0)(X,t)

∂X2

∣∣∣∣
X=0

= χρ0κ
2

a
.

Since the potential (31) splits into two parts we may,
accordingly, separate the Hamiltonian functional

Heff = − h̄2

4m

∂2

∂X2
− h̄2

m

∂2

∂x2

− 2χaρ(0)(X,t) + 1

2
mω2

0x
2 + e2

4πε|x| . (33)

Here we have used only the first nonvanishing term of the
expansion of the potential around its minimum. In general,
the relative potential well in the co-moving coordinates
Urel(x,t ; X) depends not only on the relative coordinate x but
also on the center of mass position X so that the relative motion
and the c.o.m. motion remain coupled.

Our aim was to separate the problem into a c.o.m. problem
identical to the previous task without Coulomb repulsion and
a parabolic problem for the relative motion. This way we have
first to solve the soliton problem for the common motion to find
the function ρ(0)(X,t) and ω0, and then we solve the parabolic
problem including the Coulomb term (30).

With the ansatz �(x1,x2,t) = (X)φ(x), E = Ec.o.m. +
Erel, we get the equation for the center of mass motion

[
− h̄2

4ma2

d2

dξ 2
− 2χaρ(0)(ξ )

]
(aξ ) = Ec.o.m.(aξ ). (34)

where ξ = X/a. The soliton deformation ρ(0)(ξ ) is obtained
using Eq. (17). Therefore the soliton part of the deformation
potential (31)

Usol(ξ ) = −2χaρ0sech2(κξ ). (35)

Up to order ξ 2, (35) reduces to

Ueff(ξ ) = −2χaρ0e
−κ2ξ 2

, (36)

Fig. 1 illustrates the deformation potentials for the case
γ = 1.5 and other parameters corresponding to their values
in polypeptide macromolecules. The parabolic approximation
(32) is possible only for x � a/κ . For larger distances, the
deformation potential becomes too shallow.

-3 -2 -1 0 1 2 3
ξ

-1

-0.8

-0.6

-0.4

-0.2

0

U
/2

aχ
ρ 0

U
sol

U
eff

FIG. 1. (Color online) Deformation potential (35) for γ =
1.5,δ = 0.002, ρ0 = 0.007, and κ = 1.2, (black solid line) and the
Gaussian (36) fitted to the region around the minimum (red dashed
line). Potentials are given in units 2χaρ0.
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V. WAVE FUNCTION FOR THE TWO-ELECTRON
RELATIVE MOTION INCLUDING

COULOMB REPULSION

Let us now solve the Schrödinger equation for the relative
motion of electrons:(

−h̄2

m

d2

dx2
+ mω2

0

2
x2 + e2

4πε|x|
)

φ(x) = Erelφ(x), (37)

with the symmetry condition for Fermions that in the spin
singlet state φ(−x) = φ(x) (symmetric orbital) and in the spin
triplet state φ(−x) = −φ(x) (antisymmetric orbital).

The minimum of the potential follows from Eq. (37) at
x = x0, where

x0 =
(

e2

4πεmω2
0

)1/3

(38)

that may be considered as a characteristic length scale. In
a classical treatment, it gives the distance between the two
electrons at zero temperature.

In the absence of Coulomb repulsion, the solutions for the
harmonic potential are Hermitian functions. The ground state
is given by the symmetric orbital that has no nodes, but has
a finite density at x = 0 that thus leads to a divergent energy
if Coulomb repulsion is considered. Therefore, taking into
account Coulomb repulsion we have in the 1D case the addi-
tional condition φ(0) = 0 for strongly localized electrons, i.e.,
only solutions with a node at x = 0 are possible. To consider
the behavior near x = 0, we have φ(x) ∝ x + e2m/(2h̄2ε)x2.
Therefore, both electrons are kept apart by a distance of the
order x0 (38). Comparing this expression with the result (27),
it should be mentioned that now the deformation of the lattice
remains fixed while the distance between the electrons varies.

A rigorous solution can be given in the free case ω0 = 0
using hypergeometric functions

φ(x) = constx exp[−i(mErel/h̄
2)1/2x]

× 1F1

[
1 − i

e2

4πε(Erelh̄
2/m)1/2

,2,2i(mErel/h̄
2)1/2x

]
.

(39)

This solution approximates the full solution with the harmonic
potential, ω0 �= 0, near x = 0. As a peculiarity of the 1D
Coulomb problem, symmetric solutions φ(−x) = φ(x) and
antisymmetric solutions φ(−x) = −φ(x) become degener-
ated. This is an artifact of the continuum limit for strongly
localized solutions. It disappears if we consider a discrete
lattice and take into account the higher dimensionality of real
systems (even so-called one-dimensional systems are in fact
constrained three-dimensional systems).

In Ref. 38 we have reported the solution φ(x) of the
Schrödinger equation for the relative motion obtained using
a variational approach. In view of the above, we consider the
normalized function

φ1(x; β) = 2

(
2β3

π

)1/4

xe−βx2
(40)

which is a Hermitian function for the first excited state. We can
improve this ansatz using, e.g., higher Hermitian functions or
other zero-node functions like xsech(β1x). The parameter β is

now a free variational quantity. In the variational problem the
energy is the sum of the kinetic energy, harmonic potential,
and the Coulomb repulsion. For the class of functions (40) we
have

E1(β) = 3
h̄2

m
β + 3mω2

0

8β
+

√
8

π

e2

4πε
β1/2. (41)

The condition for the minimum gives the minimal energy
E1(β1) and the corresponding lengths β

−1/2
1 according to

3
h̄2

m
− 3mω2

0

8β2
1

+
√

2

π

e2

4πε
β

−1/2
1 = 0. (42)

In the limit where the Coulomb term can be neglected, we find
β1 = mω0/(2

√
2h̄). In the opposite case where the Coulomb

part is strong, we have β1 = (
√

π
2

3mω2
0

8
4πε
e2 )2/3, so that β

−1/2
1

is proportional to x0 (38). As an interpolating formula we can
take

β−2
1 = 8h̄2

m2ω2
0

+
(√

π

2

3mω2
0

8

4πε

e2

)−4/3

. (43)

A better ansatz for the variational treatment would be the
following class of functions

φas
2 (x; β,l) =

(
β

2π

)1/4 1√
1 − e−2βl2

× [
e−β(x−l)2 − e−β(x+l)2]

. (44)

In the limit l → 0 the Hermitian function (40) is recovered. The
corresponding energy functional Eas

2 (β,l) = 〈φas
2 |Hrel|φas

2 〉 for
the Hamiltonian of the relative motion can be also obtained in
analytical form but it is not needed here.

With respect to the symmetric solution, we can take
|φ1(x; β)| from Eq. (40) that gives the same energy value as
the antisymmetric one. A symmetric wave function φs

2(x; β,l)
that has no nodes can be obtained as symmetric superposition
similar to Eq. (44). However, the energy diverges because
φs

2(0; β,l) �= 0. If such singularity of the Coulomb repulsion
is removed considering the distribution of the electron wave
function in the space as given by the atomic orbits, the sym-
metric solution may become favorable. For instance, we can
replace the Coulomb repulsion by e2/(4πε

√
x2 + a2) where

a is of the order of the Bohr radius. Then, the degeneration
between the symmetric and antisymmetric solution will be
removed so that the symmetric solution (spin singlet) becomes
energetically favorable. We will come back to this point below
when dealing with the Hubbard model.

Instead of the variational approach, the Schrödinger equa-
tion (37) for the relative motion can be solved numerically.
Potentials for different parameter values of ω̄0 (in Rydberg
units, h̄ = e2/(8πε) = 2m = 1) are shown in Fig. 2. The cor-
responding normalized wave functions are also shown in Fig. 2
for x > 0. For x < 0 we have the symmetric solution φ(−x) =
φ(x) and the antisymmetric solution φ(−x) = −φ(x) that are
degenerated. We see that (40) has the same shape as the
numerical solution. However, the harmonic approximation for
the deformation potential is justified only near the minimum
of the potential, i.e., x � a/κ .

To consider also larger values of the relative distance x,
we go beyond the harmonic potential by using a soliton
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FIG. 2. (Color online) Potential energy of the relative motion
(in Rydberg units) and wave function for the relative motion of the
electrons from the numerical solution of the Schrödinger equation
(37), for different parameter values of ω̄2

0 = mω2
0/Ryd.

deformation, and hence we look for solutions of the equation:(
− h̄2

ma2

d2

dx̄2
− ūsech2(κ̄ x̄) + e2

4πεa|x̄|
)

φ(x̄) = Erelφ(x̄).

(45)

The relative distance x̄ = x/a is given in units of a. The solu-
tion of Eq. (45) indicates the range of parameter values where a
bisolectron solution exists. With the parameter values given for
polypeptides,17 we have h̄2/ma2 ≈ 0.2 eV, e2/4πεa ≈ 0.5 eV.
A bound state exists if ū exceeds a threshold or critical
value ūc. For instance, we find ūc = 0.4742 eV for κ̄ = 0.3,
ūc = 0.1368 eV for κ̄ = 0.1. Then κ̄ ≈ κ/

√
2,ū ≈ χaρ0. If

we consider the value for E(bind) given at the end of Sec. II
to characterize the parameter range of ū, a bisolectron state is
stable for values of κ̄ below the corresponding critical values
for polypeptides.

VI. COMPARISON WITH NUMERICAL RESULTS
FOR THE HUBBARD MODEL

Let us now compare our analytical results with numerical
results of computer simulations using the Hubbard Hamilto-
nian, for a discrete lattice with Morse interactions48 (for related
works see Refs. 40–43, 47, and 49–52),

UMorse(r) = D[(1 − e−B(r−a))2 − 1] (46)

Having in mind biomolecules we have: lattice spacing a �
1−5 Å, lattice stiffness Ba � 1, and potential well depth D �

0.1−0.5 eV. The period of (linear) oscillations in the Morse
well is 1/�Morse � 0.1−0.5 ps.

The Morse potential has a repulsive part similar to that of
the Toda potential53 and, for all practical purposes, about the
same as that of the Lennard-Jones potential. The attractive
component of the Toda interaction is unphysical, which is
not significant for our purposes here. Noteworthy is that the
Toda lattice Hamiltonian is integrable and we know its exact
analytical solution and, besides, we know all its thermody-
namic quantities in compact analytical form. Furthermore,
exploring numerically the Morse Hamiltonian dynamics it
has been found that there is no significant difference between
the results found for the Toda and the Morse lattices.24,53–55

Accordingly, we will benefit from this in our computations
here.24,54–56 Note also that the potential energy of a lattice
with Morse interaction can be expanded in a power series with
respect to the displacements of the atoms from equilibrium
positions thus leading to the cubic term earlier used in our
analytical approach.

The electron part using the Hubbard Hamiltonian (2) and
(5), is

Hel + HCoul = −
∑
n,s

Jn,n+1(ĉ†n+1s ĉns + ĉ†ns ĉn+1s)

+U
∑

n

ĉ
†
n↑ĉ

†
n↓ĉn↓ĉn↑. (47)

where Un,m = Uδn,m is a local form of Coulomb repulsion. The
quantities Jn,n+1 denote the transfer matrix elements whose
value are determined by an overlap integral being responsible
for the nearest-neighbor transport of the electron along
the lattice. Following Slater,57 these transfer matrix elements
depend on the relative distance between two consecutive units
in the following exponential fashion:

Jn,n+1 = J0 exp[−η(un+1 − un)]. (48)

The quantity η regulates how strong the Jn,n+1 are influenced
by the relative displacement of lattice units, or in other words it
determines the coupling strength between the electron and the
lattice system. The numerical methods to solve the Hubbard
model system coupled to the Morse lattice are given in Refs. 42
and 58.

We will use the comparison with the Hubbard model to
assess the validity of the approximations used above. In
particular, the transition to the continuum limit is possible
when the relevant properties vary smoothly in the lattice.
With respect to the Coulomb interaction this means that the
characteristic length scale given here by the width of the
bisolectron 2πa/κ is large compared with the lattice parameter
a. In the opposite case, the Coulomb interaction singular at
x = 0 cannot be used. A Hubbard Hamiltonian, in general
with two-center Coulomb repulsion terms, may become more
appropriate.

The numerical results for electron pairs with (local) single-
site Hubbard repulsion are shown in Fig. 3 for the electron pair
density (blue solid line) and the particle velocity distribution
(red dashed line). The parameter values used in the computer
simulations are: η = 2.5a,J0 = 0.04D. The adiabaticity pa-
rameter τ = J0/(h̄�Morse) was fixed at τ = 20. The Hubbard
parameter, U , was also measured in units of the oscillation
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FIG. 3. (Color online) Numerical estimates for the electron
density (blue solid line) and the velocity distribution (red dashed
line) of solectron pairs with Hubbard repulsion at Ū = 20,60,100 on
the Morse lattice.

energy of the Morse potential with Ū = U/h̄�Morse. For
illustration, we took: Ū = 20,60,100. Furthermore, h̄�Morse =
0.002D. With values of the depth of the potential well in the
range of D � 0.1–0.5 eV, we see that the lowest Ū = 20 would
correspond to U = 0.004–0.02 eV and the highest Ū = 100
would correspond to U = 0.02–0.1 eV. Coulomb repulsion en-
ergies in this range is what one expects from physical estimates
for electron pairs in a medium with a relative dielectric constant
εrel � 10. Thus Hubbard parameter values in the range Ū =
20–100 correspond to Coulomb repulsion energies in the range
U � 0.01–0.05 eV.

Figure 3 shows that depending on the repulsion there can
be one or two peaks in both characteristics, the probability
distribution and the velocity distribution. The probability
distribution gives the probability to find an electron at a
given lattice point, independent on the lattice position of the
other electron. It measures the electron density. The velocity
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FIG. 4. (Color online) Estimates of the bisolectron charge density
profile q(ξ ), vs. the lattice coordinate ξ using the analytical result (22)
with γ = 1.5, κ = 0.35, and l0 = 2,6,10.

distribution indicates that there is a collective flow as expected
for a solitonlike excitation.

In Fig. 4 we show the charge density function obtained
above in Sec. III, for various values of the Coulomb repulsion,
which determines the distance between the maxima of one-
electron functions. The charge density is determined by
Eq. (24) with l = l0 (27). This allows us to place in parallel 2,
6, and 10 for l0 in the three Figs. 4 with 20, 60, and 100 for
Ũ in Fig. 3. We cannot expect a one-to-one correspondence
between the numerical and analytical results. However, we
see quite a good qualitative agreement between the results of
the two approaches. In particular, we see that electrons are
localized in the bisolectron state, whose profile depends on
the strength of the Coulomb repulsion. The tendency that one
maximum splits into two maxima with increasing Coulomb
repulsion is also clearly seen in both approaches.

It clearly appears in Figs. 3 and 4 that increasing the
Hubbard parameter U has a similar effect as increasing
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the distance parameter in the analytical theory (Sec. II) or
otherwise said increasing the Coulomb repulsion strength,
Eq. (29). Both effects push the centers of the wave functions
to go away from each other. The parameter values used in the
computer simulations, correspond to relatively high nonadia-
baticity of the system and strong anharmonicity. Nevertheless,
comparison of the three sets of figures corresponding to three
different values of the Hubbard term in numerical simulations
and Coulomb term in the analytical model shows that our
analytical model gives rather good results even for rather
strong electron repulsion. The approximations performed in
deriving our analytical model, in particular the transition to
the continuum description and the expansions in deriving the
nonlinear potential and the separation of the center of mass
motion from the relative motion, seem not to alter significantly
the qualitative behavior of the bisolectron solution in the
parameter range considered here.

VII. CONCLUSIONS

We have shown that the anharmonicity of a lattice favors
electron pairing in lattice solitonlike deformation wells. In the
particular case of cubic anharmonicity, explicit expressions for
the electron wave function and the traveling lattice deformation
have been found. We have also given here the first excited state,
which is a triplet state of two electrons with parallel spins
with antisymmetric spatial wave function. We find also limits
of the continuum description if the relative distance between
the electrons becomes comparable with the lattice parameter
for strongly localized electrons. Then, the singular Coulomb
interaction (∝1/|x|) should be replaced by the matrix elements
with respect to the tight-binding orbitals, and higher-order
derivatives in the continuum approximation should be taken
into account.

The bisolectron found here (a soliton binding two electrons
with Coulomb repulsion and Pauli’s principle incorporated),

can move with velocity up to the sound velocity, with
energy and momentum, maintaining finite values also at the
sound velocity. Low-dimensional systems, mentioned in the
Introduction, are characterized by parameter values, for which
the adiabatic approximation is valid. Their ground electron
state is a solectron (a bound electron to a soliton) extends
over a few lattice sites. Therefore, we expect that in these
systems pairing of electrons takes place at enough level of
doping.

Comparison of the energy of such a bisolectron with
the energy of the two independent solitons binding a single
electron each (two separate solectrons) shows that there is
gain of energy even including the Coulomb repulsion. For
illustration we have estimated the bisolectron binding energy
for parameter values typical for biological macromolecules
(poly-peptides). In conclusion, lattice anharmonicity, lead-
ing to lattice solitonlike deformations, enhances pairing of
electrons, or, in other words, strong electron correlation both
in momentum space and in real space. Such a conclusion
is of “universal” value as there is quite a good qualitative
agreement between the results from an analytical model for
two electrons in a singlet bisolectron state with account of
Coulomb repulsion, and the numerical results from computer
simulations using the Hubbard (local) model.
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W. Ebeling, and G. Röpke, Int. J. Quantum Chem. 112, 551 (2012).
39M. G. Velarde, L. Brizhik, A. P. Chetverikov, L. Cruzeiro,
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