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ABSTRACT 

The European Emissions Trading System (EU ETS) is the central pillar of the European Union’s 

(EU) response against climate change. This trading mechanism is considered, from the theoretical 

point of view, as the most cost-effective method to reduce greenhouse gases (GHG). However, 

previous studies show that the agents who participate in these markets may behave in a way which 

may lead to inefficient CO2 prices, creating doubts about the static and dynamic efficiency of the 

system. This paper analyses these possible anomalies by first trying to model the ETS in a more 

realistic way, addressing some of the limitations of previous models, and second, by comparing 

the results with real market transactions. For this, a bottom-up, multi-sector model has been built, 

which represents the EU ETS in an integrated, cross-sectoral way, paying particular attention to 

the interactions among the most emissions intensive industries. The results show the benefits of 

this modelling approach and how it better reflects real market conditions. Some preliminary 

conclusions regarding the behaviour of the agents in the ETS market are also presented. 

POLICY RELEVANCE 

Low allowance prices in the EU ETS have put into question the dynamic efficiency of the EU 

ETS system, prompting various ideas for structural reform. However, determining the right 

reform also requires estimating correctly how agents will respond to it. This paper proposes a tool 

to realistically simulate the EU ETS under the assumption of rational agents, and compare it to 

real market outcomes, in order to understand better the behaviour of agents in this carbon market, 

and therefore how to design better policies.     

 

KEYWORDS: EU Emissions Trading Scheme, industrial emissions, emissions 

pricing, company behaviour, abatement costs  

JEL Codes: Q31, Q37; Q48; Q56, Q58 

 

                                                 

* Corresponding author: Universidad Pontificia Comillas, Alberto Aguilera 23, 28015 Madrid, 

Spain. Email: pablo.pintos@eforenergy.org 

The authors are grateful to Funcas for funding this research. 

mailto:pablo.pintos@eforenergy.org


1 

 

1 Introduction 

The European Emissions Trading System (EU ETS) is currently immersed in its second 

structural reform, which mainly addresses the excess emission allowances (EUA) in 

circulation in the market, and which have resulted in a drop in the price of CO2 and created 

uncertainty about its dynamic efficiency (Grosjean et al. 2016). The reform is aimed at 

improving the system for the fourth phase, which will begin in 2021. 

However, under the assumption of rational agents in the market, the measures that are 

being discussed, like the Market Stability Reserve (MSR1) already adopted, would have 

no impact on the prices of GHG emissions (Neuhoff et al., 2015). Rather, the market 

would only be driven by rational expectations of the allowances’ demand and supply. But 

the rational agents assumption may not hold: prior literature has highlighted possible 

deviations from rational behaviour in the carbon market, due to the endowment effect2 

(Ellerman and Reguant, 2008) or bounded rationality (Richstein et al., 2015). If present 

and significant, these deviations would change the effects of policies that assume rational 

agents, and would therefore require a different design for these policies. 

Therefore, before proposing changes in the ETS or assessing its outcomes it would be 

advisable to gain a better understanding of the actions of market players (Hintermann et 

al., 2015). There are two options for this. One is to formulate models that allow for 

simulating deviations from economic rationality. An example is Richstein et al. (2015), 

who use Agent Based Modelling to represent the interactions between carbon and 

electricity markets in Europe. Unfortunately, these authors model the ETS as composed 

solely by the electricity sector which, as will be explained later, may be an 

oversimplification. In addition, it is very difficult to simulate realistically non-rational 

behaviour, since there are many deviations from rational one that can take place. 

The other option is to use models that assume an economically-rational behaviour of the 

agents, and compare results to real market outcomes. There are in literature many 

                                                 

1 The MSR is a self-regulatory mechanism to control the allowances in the market. In case there 

is too much liquidity of EUAs, this mechanism withdraws rights of the market. Conversely, if a 

shortage occurs, rights of the reserve would be injected. 

2 The endowment effect is the phenomenon in which economic agents value more the own asset 

than they would be prepared to pay for it (e.g., Bischoff and Meckl, 2008).  
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examples of these models that represent or include carbon markets, with different 

modelling approaches. These can be classified into general equilibrium models (top-

down) or partial equilibrium models (bottom-up). Most analytical approaches that model 

the whole ETS are top-down (De Bruyn et al., 2008; Monjon and Quirion, 2009; Paltsev 

et al., 2005). These models can provide a general overview of reality but do not generally 

incorporate details of each possible emission abatement alternative, therefore losing detail 

in the representation of the sectors. By contrast, bottom-up models allow for a higher 

level of technology details (e.g., models TIMES, POLES, PRIMES, or Santamaría et al., 

2014; Brunke and Blesl, 2014; Wesselink and Deng, 2009), but do so at the cost of not 

representing the economy as a whole. There are also hybrid proposals that try to reap the 

benefits of each of the modelling approaches (Böhringer and Rutherford, 2008; Rodrigues 

and Linares, 2014; Rodrigues and Linares, 2015).  

However, there is one important limitation in all the models reviewed and mentioned 

above. Most of them lack detail about abatement options outside from the energy sector, 

something very important for simulating correctly the ETS. And those which do include 

technological detail for industrial abatement options (such as e.g. Santamaria et al, 2014; 

or Monjon and Quirion, 2009) do so only for some sectors, or without including the 

sectors relevant to the ETS in a single model. 

If sectors are represented individually or separately, which requires setting an equivalent 

mitigation share for each sector, it will never be possible to achieve a representation of 

the most-efficient allocation of mitigation efforts across sectors (which is achieved by the 

ETS market): the marginal cost of abatement for each sector will be determined by the 

pre-determined mitigation effort required, which of course may not be optimal. As a 

result, abatement costs will be higher than optimal in the aggregate outcome (although 

maybe not at an individual sector level, depending on the mitigation effort assumed).  

The only way to solve this, and to represent correctly the allocation of the mitigation 

effort done by the market, is to represent all ETS-relevant sectors together. This also 

requires representing the influences on and relationships between different sectors 

participating in the market. For example, if the cement industry decides to reduce its GHG 

emissions by shifting to electricity, the electricity sector will have to produce more, thus 

increasing its emissions, and therefore changing its demand for allowances. This would 

replicate what a real market does.  
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To address these issues, this study develops a bottom-up optimization model to represent 

the ETS market considering multiple sectors linked together, and under a rational-agent 

assumption. The model proposed allows analysing in detail technological abatement 

measures for different sectors, including investment in new technologies, and determines 

the potential for reducing GHG emissions, according to its marginal cost. The model 

includes five of the most emission-intensive industries in the ETS, which together 

represent more than 80% of the EU ETS emissions (steel, cement, refining, tiles and 

bricks, and electricity generation). Compared to previous approaches, the model brings 

together the level of technological detail at the industry level provided by previous 

studies, but adds to it the connection between sectors only available in top-down models. 

With this, and as will be shown later, the estimation of market outcomes is improved. Of 

course, it must be acknowledged that a perfect fit will be difficult to attain: perfect 

information rarely exists in real markets, so model results should always be considered at 

most a reasonable approximation.  

Also, a practical application is presented, and Spain is used as a country representative of 

the entire EU ETS due to its pattern of energy consumption and industrial emissions, 

which, as can be seen in Table 1, is quite similar to the aggregated EU structure. However, 

the point is not to replicate exactly the EU ETS, but rather to show how a multi-sector 

model is able to produce a better fit to reality.  
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Combustion (Heat and power) 64,5% 72,1% 58,0% 73,0% 65,6% 73,5% 

Oil refining 8,1% 7,0% 10,3% 6,8% 10,6% 6,8% 

Cement and clinker 14,9% 7,3% 14,6% 6,4% 10,1% 6,1% 

Iron and steel industry 4,3% 6,1% 5,9% 5,7% 4,5% 5,5% 

Ceramics and tiles 2,7% 0,8% 1,7% 0,7% 1,3% 0,6% 

Others 5,6% 6,7% 9,4% 7,5% 7,8% 7,4% 

In
te

n
si

ty
  

Manufacturing GHG intensity  

(Kg CO2 eq. per €05) 
    0,766 0,540 0,763 0,492 

Industrial Energy Intensity  

(Koe per €05) 
0,122 0,124 0,094 0,109 0,103 0,105 

 Industrial GHG emissions and intensities in Spain and total covered by 

the EU ETS. Source: EEA, Eurostat (for manufacturing GHG intensity) and 

IDAE (for Industrial Energy Intensity). 

 

This paper is structured as follows. Section 2 describes the model used. Then, in section 

3 the results obtained are described and, in Section 4, these results are compared with 

actual data. Finally, some conclusions and recommendations are offered in Section 5. 

 

2 The model 

To carry out this study, a multi-sector, bottom-up engineering model based on Santamaría 

et al. (2014) and Linares et al. (2008) has been formulated. In addition to the sectors of 

steel, cement, and oil refining; tiles, bricks and electricity production were added. Also, 

as has already been mentioned, all these sectors are linked together, taking into account 

the interrelationships between them.  

For each sector, the different current production processes and technologies are defined 

as well as the alternatives technically feasible to reduce GHG emissions (see the Annexes 

for more information about the processes and technologies modelled). The description of 

the sectors and their technical capabilities for improvement were obtained from the 

literature, supported by the assessment of experts from industry. 
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The model calculates the optimal strategy to meet demand (for each of the sectors) at the 

lowest cost given different emission reduction scenarios compared to the baseline 

situation (Business As Usual, BAU). It determines the optimal combination of internal 

abatement possibilities of emissions from each sector, covering, in this way, a greater 

level of detail.  

The model considers demand as inelastic and exogenous, which is not considered a 

particularly limiting assumption, as shown in previous studies of the sectors studied 

(Cook, 2011; Monjon and Quirion, 2009). 

Imports of goods from the ETS-sectors are permitted (intermediate and final products) in 

case that domestic production is rendered less competitive than imported production. 

Although there are more than purely economic factors when determining the substitution 

of domestic production by imports, this study considers this assumption as a sufficiently 

valid approximation (see Santamaria et al, 2014, for an estimation of the changes when 

Armington elasticities are introduced). 

The complete model is conceptually shown in Figure 1. Each of the industries described 

above seeks to minimize its own cost function under technical and other constraints. 

Therefore, the problem to be solved corresponds to several simultaneous optimizations. 

In addition to the constraints that affect each sector, the sectors are connected through the 

price of electricity (endogenous), fuel prices, and the global constraint for GHG emissions 

which is the one that represents the emissions trading market. Annex I provides the 

representation of each sector modelled, as well as a description.  

 

Figure 1. Conceptual scheme of the integrated model. Source: Authors. 
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As mentioned above, the carbon market is represented by a constraint for GHG emissions 

that covers all sectors. The model determines the sectors that can reduce their GHG 

emissions at the lowest cost for a given level of emissions reduction. For this, it takes into 

account the changes in production processes applicable to each sector, as well as 

investments in new, more efficient technology and with lower emissions. This 

endogenously (through the dual variable of the constraint) yields a marginal cost of 

reduction of the ton of CO2 eq. emitted, which should be equivalent to the price of the 

emission allowance in the market under the assumptions of perfect competition and 

rational agents. 

The model also includes interactions with other energy and climate policies in Europe 

(although only for ETS sectors). Renewable energy is partially modelled through the 

power mix and the demand of fuels by the industry. Energy efficiency is included in the 

engineering description of technologies and production processes. Annex II provides the 

complete formulation of the model.  

 

3 An application to Spain as a representative case 

In this section the model is applied to Spain, as a case study representative enough to 

illustrate the advantages of the multi-sector modelling in the ETS (see Table 1). An ex-

post analysis is carried out for Phase II of the EU ETS, to check if the marginal reduction 

costs obtained from the model correspond to the prices of the allowances for the European 

carbon market. Then, the results are compared with the actual outcomes of the EU ETS, 

collected from the European ETS registry (European Union Transaction Log, EUTL). 

This analysis is performed for 2008 (the first year of Phase II of the ETS), 2012 (the last 

year for which actual transactions data are available), and also, as an additional sensitivity 

analysis, for the 2012 conditions that were projected at the time of the EU reform3. The 

                                                 

3 Annex IV shows an application of the model to analyse the expected prices of the EU ETS if 

the economic crisis had not taken place. Again, the model shows results consistent with the 

expected outcome. 
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baseline year for calculating emissions reductions is 2005. The main input data for the 

sectoral exogenous demand and other parameters of the model are detailed in Annex III.  

 

3.1 Validation of the model 

To confirm the consistency of the results obtained by the model, intermediate and final 

results of energy consumption, costs, and GHG emissions (both from fossil fuel 

combustion and production processes) were tested for each of the sectors. The key figures 

are given below for 2008 and 2012.  

The model covers 86% of emissions subject to the EU ETS in 2012, which amounted to 

135.6 Mton. 0 provides a comparison of real emissions data for each of the sectors with 

those obtained by the model. As can be seen, the results fit quite well the actual emissions. 

The difference in the steel sector has to do exclusively with the emissions accounting 

method used. Here, as for all sectors, the accounting method proposed by IPCC (2006) is 

used, which is the one consistent with the EU ETS; the Spanish inventory uses instead a 

simplified method. 

Emissions data (MtCO2) 
2008 2012 

(real) (model) (real) (model) 

Power generation 98,27 98,00 86.97 90.18 

Oil refining 13,93 14,06 14.39 15.30 

Iron and steel* 7,69 11,13 6.05 11.13 

Cement and clinker 23,40 24,90 13.73 12.39 

Ceramics and tiles 
3,97 6,22 1.82 3.51 

Bricks and roof tiles 

Note: *The model calculates emissions for the steel sector with a methodology based on (IPCC, 2006). 

 Comparison of real industrial GHG emissions in Spain and those 

obtained by the model. Source: Compiled by the authors and EEA. 

 

The fidelity of the model was also validated through the electricity mix obtained. Table 3 

shows the electricity production mix of the model and its variation compared to reality. 

It should be noted that some technologies increase their production in the model, 

absorbing pumping. This result comes from the fact that the model represents electricity 
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demand by a reduced number of load blocks, and hence is not able to capture the detail 

required to simulate pumping.  

[GWh] 

2008 2012 

Real Model Variation Real Model Variation 

Coal 46.508 49.302 -6% 57.662 57.630 0% 

Combined cycle 93.198 94.416 -1% 42.510 46.383 -9% 

Cogeneration 26.721 26.474 1% 33.767 33.731 0% 

Wind 32.160 32.173 0% 48.508 47.254 3% 

Hydro 20.957 21.039 0% 19.455 19.514 0% 

Small hydro 4.640 4.616 1% 4.646 4.653 0% 

Nuclear 56.460 58.129 -3% 61.470 60.833 1% 

Solar photovoltaic 2.498 2.495 0% 8.202 8.188 0% 

Solar thermal 15 15 0% 3.444 3.451 0% 

Biomass 2.869 2.856 0% 4.755 4.782 -1% 

 Comparison between real power generation mix and replicated by the 

model. Source: Compiled from model and REE. 

 

3.2 The benefits of multi-sector modelling 

The benefits of a multi-sector modelling of the relevant GHG-emitting sectors compared 

to a piecemeal analysis like the one offered by previous approaches are analysed now. 

The results are presented as marginal abatement cost curves (MACC or MAC curve) to 

show the marginal prices corresponding to different mitigation efforts.  Figure 2 shows 

two MAC curves. One of them is called ‘synthetic’, and is built by adding all the 

emissions abatement possibilities of the sectors studied in a piecemeal way, not 

accounting for the interactions that can occur between sectors as explained in previous 

sections. The other curve, resulting from the model proposed, is called ‘integrated’ and 

includes interactions between sectors in the carbon market. 

By definition, a joint optimization will allow discovering cheaper options for abatement. 

When sectors are optimized independently an exogenous decision about the mitigation 

effort for each sector is needed, which of course will not necessarily be optimal. This is 

particularly noticeable in the right-hand side of the MAC curves (that is, the parts 

representing more extreme mitigation targets).  
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The results agree quite well with these intuitions. Comparing the two previous MAC 

curves (Figure 2), it is observed that the integrated MACC shows lower marginal 

abatement costs overall. For low emission reductions, the abatement costs are almost 

equal. This is because in these first stages it is the power sector that reduces emissions in 

both situations (integrated and synthetic MACC). However, if the GHG emission 

abatement is increased, the curves start to diverge. For example, for a reduction of 25%, 

marginal costs change from 6 to 13 € per ton CO2 eq. Given the current European GHG 

emissions reduction target for 2020, of 21% compared to 2005, it seems certainly 

convenient to consider these differences because they can result in significant deviations 

in estimated allowance prices.  

This integration also approximates more reliably lower abatement costs in the ETS. If we 

look at the reduction between 2005 and 2015, the MACC returns a price of 3€ per ton 

CO2 eq., similar to current prices. The latest European Commission projections to 2020 

indicate that a fall in EU28 emissions between 2012 and 2020 of 18% would have a 

marginal cost of just over 6 € per ton CO2 eq. which again is similar to the model results 

(European Commission 2014). Other studies, however, could overestimate the cost of 

CO2 by looking at various sectors in an isolated way (e.g. Santamaría et al., 2014). 

 

Figure 2.  Comparison between integrated and synthetic MAC curves. 

Source: Authors based on modelling results. 
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It is also interesting to analyse how much this estimation of allowance prices differs from 

others methodologies that only look at the electricity sector as representative for the whole 

ETS (e.g. Richstein et al., 2015). Figure 3 shows a comparative graph with the integrated 

MACC and an electricity sector-only MACC. As expected, it can be seen that the 

abatement costs from the electricity-only MACC are higher than those of the integrated 

one. Again, the cost of CO2 is also higher by using only the electricity sector as a 

reference. 

 

Figure 3. Comparison between MAC curve of the electricity sector and the 

integrated MACC. Source: Authors based on modelling results. 

 

Finally, Table 4 summarizes the differences between 2008, 2012 and the 2012 “expected” 

described in section 3.1 and Annex IV.  
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CO2 price [€/ton CO2e] 

 

Year 
Model 

 (MAC) 

market 

(average) 
Explanation  

2008 17,54 22,00 

The fuel prices were, on average, lower than those at the end of phase II. 

It was the year with the highest emissions in phase II, due to a greater 

amount of industrial production. This means higher marginal costs of 

reduction to reach the same target of maximum GHG emissions. 

2012 6,16 7,33 

GHG emissions from EU ETS sectors this year were in the phase II 

average. The industrial production declined since 2007. Although fuel 

prices were higher than in 2008, less effort was required (regarding 

reduction costs) to achieve the same levels of GHG emissions reduction. 

2012 (expected) 29,04 N/A 
In this scenario, both industrial production and fuel prices are higher than 

2008 and 2012. As a result, the MACC has higher marginal cost. 

 Comparison between CO2 prices in different years (2008 and 2012) and 

scenarios (2012 “expected”). Source: Authors based on modelling results and 

SendeCO2. 

 

Unfortunately, it was not possible to compare the present results with those coming from 

a hybrid model, since such a tool was not available. As mentioned earlier, these models 

are typically less detailed and offer smoother MAC curves, but it cannot be said whether 

the carbon prices predicted by the present model will be higher or lower than theirs. 

 

4 Comparison with actual transaction data (EUTL)  

As stated in the introduction, a second objective of this research is to test the validity of 

the assumption of rational agents in the ETS market, by comparing the model results with 

real market outcomes and observing the deviations from them. Given the complexity of 

this analysis, this should only be considered a first approximation that only points out the 

deviations, if any, and does not try to explain them in depth. 

Under the assumptions considered in the model, a company/installation involved in the 

carbon market should sell its allowances and reduce emissions internally when the 

allowance market price is higher than its marginal abatement cost. Alternatively, it should 

buy allowances when its marginal abatement costs are above the market price. Finally, in 
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case the company does not need to reduce emissions or buy allowances, its opportunity 

cost would be zero and, therefore, it should sell its allowances at any price.  

However, that does not need to be the real behaviour of agents in the market. Company’s 

strategies will be subject to their own level of market knowledge, hedging for future 

uncertainty (production, regulation, economy, etc.), transaction costs, financial reasons, 

or the willingness to speculate with this ‘product’. Most agent behaviour studies are based 

on surveys (e.g., Martin et al., 2014) and few studies use transaction data from EUTL to 

study in the European market. Most of them focused on phase I (Betz and Schmidt, 2016). 

The studies that address the analysis of EU ETS behaviour find a high percentage of 

agents (who are usually small and with little market experience) who passively participate 

in the market (Martin et al., 2014). For example, Betz and Schmidt (2016) finds that only 

half of the companies are active in the market. However, larger agents do use other 

strategies like hedging (Neuhoff et al. 2012). Those analyses also coincide in considering 

transaction costs as the main barrier to entry into the market (Martin et al., 2014; Jaraitė-

Kažukauskė and Kažukauskas, 2015; Naegele and Zaklan, 2016).  

In order to test which of these two narratives is correct, it is needed to compare the results 

of the model with the real outcome of the agents as reflected in the EUTL database. The 

summarized data of estimated prices, transactions and allowance allocations from this 

database is presented in Table 5. It can be appreciated that the participation of the different 

sectors in the market varies, which may be explained by differences in expertise or 

resources to trade in the market, but also by deviations from rational behaviour.   

Another factor to consider is the level of over-allocation of each sector. Overallocation 

may result, if agents are not rational, in lower opportunity costs for the allowances and 

therefore a deviation from the model results. This phenomenon is present since the 

beginning of Phase II in all sectors, except the power sector (see Table 5).  
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Steel 7,00 6,94 12,20 6,05 102% 74% 229% -22,8% -45,0% 

Combustion 7,42 7,33 72,84 89,04 -18% 191% 190% -24,7% 17,3% 

Oil refining 7,66 7,73 19,75 14,39 37% 32% 35% -2,7% -20,4% 

Ceramics 9,09 9,69 5,60 1,82 208% 15% 52% -63,0% -58,0% 

Cement 9,43 9,45 29,53 13,73 115% 46% 85% -49,9% -39,7% 

 Estimated average price and over-allocation of EUA per sector. Source: 

Autors, from EUTL, EEA.  

 

A first result that may be observed from this table is that there is correlation between the 

EUA prices traded for each sector and their over-allocation (hence pointing to a non-

rational behaviour of the agents). Rather, it seems that the prices of each sector have to 

do with the size of the facilities, experience in market trading, etc. For example, it can be 

observed the prevalence of small-sized ceramic facilities in EUTL database, which also 

tend to trade at less favourable prices. This result coincides with the conclusions of the 

previous literature (e.g. Betz and Schmidt, 2016). 

Now, an analysis of deviations of agents’ behaviour from the rational one is carried out 

separately for each sector. To do that, the abatement costs for each sector (shown in Figure 

4 as the marginal costs of abatement of GHG emissions obtained by the non-integrated 

version of the model) are compared with the ETS market price (SendeCO2, 2015). 
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Figure 4. MAC curves by sector for Spanish industry in 2012 (without 

integration between sectors). Source: Authors based on modelling results. 

 

Considering that the average annual price of the EUA was 7.33€ (SendeCO2, 2015) for 

2012, in Table 6 a qualitative analysis of the agent decisions is given4.  

 

  

                                                 

4 For this analysis, it has been considered the transactions between “Operator Holding Accounts 

(OHAs),” which represent the installation regulated under the EU ETS, and “Personal Holding 

Accounts” (PHAs),” which are voluntary accounts to trade with CO2 allowances by unregulated 

entities. 
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Expected 

behaviour 
Real behaviour and possible explanations 

Steel 29 -23,8% Yes 

The marginal 

abatement cost for this 
sector is higher than 

the ETS price, so the 

sector should buy 
allowances, 

independently of the 

overallocation, and 
not reduce emissions. 

Large selling activity and increase in specific emissions (the 

loss in production is larger than the emissions reduction). 
Consistent with the fact that there is over-allocation. 

Combustion  6 8,5% No 

The abatement cost is 

lower (but similar) 
than the average price 

of EUAs. It would be 

expected that this 

sector reduced 

emissions internally 

and sold the 
allowances to the 

market.  

The transaction data of EUTL indicate a higher activity than 

in other sectors. No differences between sales and purchases, 
which is consistent the fact that there is no over-allocation 

and the price of the EUAs was similar to the abatement cost. 

Oil refining 92 1,7% Yes 

Oil refining have high 

marginal abatement 
costs so they should 

buy allowances rather 

than reduce internally.  

This sector shows reductions in emissions, and at the same 
time more sales than purchases. It seems that they are 

purchasing allowances to compensate the emissions 

reduction, but at the same time cashing in the overallocation. 

 

Ceramics  

(bricks) 130 

-81,8% Yes 

Large number of 

small installations, 

which may indicate a 
greater difficulty in 

the operation with the 

EU ETS. Abatement 
costs are larger than 

ETS prices, but there 

is a large 
overallocation and 

drop in production. If 

rational, agents would 
buy allowances. 

Transaction data indicate that in this sector, there are more 
sales than purchases. Added to the fact that emissions 

reduction is lower than the loss in production, would point 

out to a clear desire to cash in the overallocation, instead of 
dealing with allowances in a rational way. 

Ceramics  

(roof tiles) 888 

Cement 19 -68,3% Yes 

Although marginal 

abatement costs are 
quite low, they are 

above the EUA´s 

average prices. 
Therefore, the sector 

should buy 

allowances. 

There are more sales than purchases, contrary to the expected 

outcome. Again, the explanation is similar to the refining and 

ceramics sectors. 

 Qualitative analysis of the sectors behaviour. Source: CORES (2016), 

EEA (2014;2015), EUROFER (2016), Hispalyt, (2015), INE (2016), Oficemen 

(2013), REE (2013), and authors based on modelling results. 

 

Therefore, and to summarize, it can be observed that not all sectors behave in an 

economically-rational way. The power sector does, but in the ceramics, oil refining, steel 

and cement sectors the significant overallocation may be complicating the analysis. This 



16 

 

is more visible in the ceramics sector, probably because of the lack of sophisticated 

traders.  

 

5 Conclusions  

The work and the results presented allow to put forward two conclusions that are very 

relevant for the current regulation and future design of the European Union ETS but also 

for other carbon markets across the world. 

First, when assessing policies that affect carbon markets, the present research found that 

the market should be modelled taking into account all the relevant sectors and their 

interactions. This allows for not imposing separate (and somehow artificial) mitigation 

shares for each sector5, which in turns represents better the real outcome of a market: least 

cost options across all sectors are identified, and the interaction between sectors taken 

into account. 

As has been shown in the comparison of results, not accounting for all sectors (e.g. 

looking only at the electricity sector), or not taking into account the interactions between 

sectors, results in overestimating allowance prices, or underestimating the potential for 

emissions abatement at a given price. This of course is very relevant to policy design, 

since the real outcomes from the policy may deviate significantly from the simulated ones 

just for this reason. In this regard, this bottom-up model can incorporate all these elements 

with a high-enough degree of technological detail for most of the largest emitting sectors. 

Of course, the model still has some limitations, such as the lack of consideration of 

transaction costs, which have been shown to play a non-negligible role in ETS trading, or 

the assumption of perfect information, which is rarely met in the real world. It would also 

be advisable to include other elements such as hedging or financial strategies that may 

alter the behaviour of the agents in the market. 

However, that would introduce further complexity, and more parameters that are difficult 

to control for. It therefore makes more sense to test the validity of the assumption of 

                                                 

5 It should be noted that political economy concerns may sometimes justify separated sectoral 

targets. But that is not the current option chosen under the EU ETS. 
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rational agents - which is much simpler to model - and compare it to the real outcomes of 

the ETS. Again, this test is very relevant for policy design. If agents are shown to behave 

rationally, certain policies such as the MSR may be useless to improve the efficiency of 

the market. 

In this sense, and although preliminary, the results show differences in the behaviour of 

the sectors: the power sector seems to behave rationally, but in the case of ceramics, steel, 

cement and oil refining overallocation seems to be playing a significant role, with agents 

selling allowances even if their abatement costs are higher than ETS prices. That would 

point out to the need to consider sector-differentiated policies, to account for these 

differences in their behaviour.  

It can be also observed that the prices that different sectors pay for their allowances differ, 

which may reflect a different ability to play in the market. This is an important market 

failure which should be taken into account, and which deserves further investigation. 

The simulation of the interplay between technologies, costs and agents could improve the 

design of carbon mitigation policies. This is particularly needed now in the European 

Union, given the need to adjust the EU ETS, but also in many other countries where 

carbon markets are just being implemented. This paper hopes to contribute to the right 

design of these markets by helping to understand which are the basic requirements for 

modelling the ETS and the rational behaviour of its agents. 
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 Schemes of modelled sectors 

1 Steel 

Steel production can be divided according to the oven used: basic oxygen furnace (BOF), to melt pig iron; 

and electric arc furnace (EAF), mainly used for scrap metal but also fed by pig iron. The model implemented 

takes into account the limitations of the mixture of raw materials to be included in each of the ovens. The 

main sources of GHG emissions in the process are also represented, through pig iron, coke, DRI1, etc., as 

well as indirect emissions due to electricity consumption. 

Figure 1 schematically represents the model of the steel production process. 

 

Figure 1. The steel production process. Source: Authors from Santamaría et al. 
(2014). 

 

2 Cement 

Integrated plants of clinker (the main element for the production of cement) and cement plants use different 

raw materials such as limestone and clay to obtain clinker. To feed the furnaces, different fuels can be used, 

including coke, coal, natural gas, waste oils, and tires. In the production of clinker, different technologies are 

also considered, from wet to dry. 

The representative model considers the two types of cement-producing facilities, integrated cement plants, 

and grinding mills, which use imported clinker for the production of cement (see Figure 2). The model 

minimizes the production costs of seven types of cement, as well as the possibility that it could be imported. 

This approach does not take into account transportation costs. The literature argues that transporting clinker 

by road is only profitable at distances less than 200 km (Szabo et al., 2006). 

                                                           
1 Iron which occurs from direct reduction of iron ore. 
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Figure 2. The manufacturing process for clinker and cement for Spain. Source: 
Authors from Santamaría et al. (2014).  

 

3 Oil refining 

Refineries can be classified according to their complexity. Simple refineries, with low conversion, are less 

able to obtain light products (gas fuel, gasoline, etc.), which are the most popular. Conversely, the more 

complex ones (in which additional modules are added), have a higher conversion capacity. Refineries with 

FCC (fluid catalytic cracking system) modules belong to the conversion scheme. If the refinery incorporates 

HC modules (hydrocracker) and coker, it is classified as deep conversion. The model includes octane, 

sulphur level, and density requirements, although in a linear, simplified way. 

In Figure 3 can be seen the relationship between the different processes to obtain oil products. 

 

Figure 3. The oil refining process. Source: Authors. 
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4 Bricks and tiles 

Figure 4 shows the interaction between the different processes and facilities for the manufacturing of 

ceramic tiles represented in the model. The model takes into account the production of up to five final 

products from two types of furnaces: tunnel and roller kilns. Also considered are the process and indirect 

emissions due to power consumption, and the possibility of using cogeneration. Possibilities such as 

improved insulation of furnaces, a new capability for heat recovery, or the use of pre-furnaces are also 

modelled. 

 

Figure 4. The manufacturing process of ceramic tiles. Source: Authors. 
 

Although some facilities change, as can be seen in Figure 5, the production process of the bricks and roof 

tiles industry is similar to the tiles industry described above. 

In this case, three different types of furnaces for the production of bricks and roof tiles are taken into account: 

Hoffmann, tunnel, and roller kilns. The model considers different options for reducing emissions, due to the 

process or due to the consumption of fossil fuels and electricity. Within these options are included the 

possibility of using pre-furnaces and heat recovery, or heat and power through cogeneration. The details of 

the different variables taken into account for the calculation of the cost of reducing emissions in this sector 

are provided in Annex II. 
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Figure 5. The manufacturing process of bricks and tiles. Source: Authors. 
 

5 Power sector 

The representation of the power sector is based on Linares et al. (2008). Different generation technologies, 

as well as their restrictions and capabilities, are represented. The model takes into account energy policies 

and investment opportunities. It also seeks the economically optimal choice to satisfy electricity demand, 

including the demand from the industrial sectors studied. Furthermore, the model considers, as in the other 

sectors analysed, the potential of reducing GHG emissions. 
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  Formulation of the model 

1 Mathematical structure of the model 

 

 

Constraints: 

 

 

 

 

 

𝑀𝑖𝑛. 𝐶𝑜𝑠𝑡𝑠: ∑(𝑃𝑜𝑤𝑒𝑟 𝑔𝑒𝑛. 𝑐𝑜𝑠𝑡 + 𝑆𝑡𝑒𝑒𝑙 𝑠𝑒𝑐𝑡𝑜𝑟 𝑐𝑜𝑠𝑡 + 𝐶𝑒𝑚𝑒𝑛𝑡 𝑠𝑒𝑐𝑡𝑜𝑟 𝑐𝑜𝑠𝑡 + 𝑇𝑖𝑙𝑒𝑠 𝑎𝑛𝑑 𝑏𝑟𝑖𝑐𝑘𝑠 𝑠𝑒𝑐𝑡𝑜𝑟 𝑐𝑜𝑠𝑡

+ 𝑂𝑖𝑙 𝑟𝑒𝑓𝑖𝑛𝑖𝑛𝑔 𝑠𝑒𝑐𝑡𝑜𝑟 𝑐𝑜𝑠𝑡 ) 

Steel sector 
 

Subject to: 

1) Steel produced + imported ≥ Steel demand 

2) Requirements of raw and intermediate materials (coke, sinter, pellets, scrap, fuel, etc.)  
3) Constraints for pig iron consumption and DRI to EAF process 

4) Produced steel ≤ Maximum capacity (BOF, BF, EAF) 

Cement Sector 
Subject to: 
1) Cement produced ≥ Cement demand  
2) Energy contained in fuels ≥ Energy for the production of clinker 
3) Consumption of raw materials (limestone and clay) 
4) Cement produced (gray and white) ≤ Cement production capacity (gray and white) 
5) Clinker produced (gray and white) ≤ Clinker production capacity (gray and white) 
6) Consumption of cement clinker (whole plants + mills) ≤ Clinker produced + imported clinker 

7) 65% of the fuel must be coke (to reflect the limitation of the combustion process) 

 

Oil refining Sector 
Subject to: 
1) Satisfaction of the different types of demand (gasoline, jet fuel, diesel, fuel oil) 
2) Mass balances between stages and processes (atmospheric distillation, reforming, HDS, FCC, HC, coker) 
3) Requirements for self-consumption of LPG and supply of vacuum distillation 
4) Maximum capacities of the processes (atmospheric distillation, reforming, HDS, FCC, HC, coker) 
5) Compliance with specifications (NOx, octane, etc.) 
6) Energy Consumption ≤ Energy provided  

 

Tiles Sector 
Subject to: 
1) Production + Imports (tiles, floor tiles and extruded) ≥ Demand 
2) Amount of fuel consumed ≥ Energy consumption of each installation (direct and with cogeneration) 
3) Tiles production ≤ Installed capacity + new capacity 
4) Quantity of raw materials used ≥ Raw materials required 
5) Electricity produced = Electricity sold + self-consumed electricity 

 

Bricks Sector 
Subject to: 
1) Production + Imports (bricks, roof tiles and other) ≥ Demand 
2) Amount of fuel consumed ≥ Energy consumption of each installation (direct and with cogeneration) 
3) Bricks and roof tiles production ≤ Installed capacity + new capacity 
4) Quantity of raw materials used ≥ Raw materials required 
5) Electricity produced = Electricity sold + self-consumed electricity 
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Source: Authors. 

 

 

2 Notation 

 

Sets: 

𝑝 Implementation period (years) 

𝑒𝑥𝑒𝑐 Execution of MAC curve 

𝑠 Subperiods (month - workable day, month –non-working day) 

𝑛 Load blocks (hours of the day) 

𝑐𝑜𝑚𝑏 Fuel type 

𝑐𝑜𝑘𝑒(𝑐𝑜𝑚𝑏) Fuel coke 

𝑏𝑖𝑜(𝑐𝑜𝑚𝑏) Biogas 

𝑐𝑜𝑚𝑔(𝑐𝑜𝑚𝑏) Gas (Natural gas and biogas) 

𝑐𝑜𝑓𝑐(𝑐𝑜𝑚𝑏) Fuels (coke and fuel oil) 

𝑒𝑙𝑒(𝑐𝑜𝑚𝑏) Electricity  

𝑒𝑙𝑒𝑐 Buy (𝑒𝑖𝑛(𝑒𝑙𝑒𝑐)) and sell (𝑒𝑜𝑢𝑡(𝑒𝑙𝑒𝑐)) electricity 

𝑐𝑜𝑔 Possibility of cogeneration  

𝑡𝑐𝑜𝑔 Type of cogeneration (gas turbine, internal combustion engine) 

𝑐𝑜𝑔𝑦(𝑐𝑜𝑔) With cogeneration 

𝑐𝑜𝑔𝑛(𝑐𝑜𝑔) Without cogeneration 

𝑐𝑟𝑐𝑡 Characteristics of the energy savings measures 

𝑡𝑠𝑡(𝑐𝑟𝑐𝑡) Thermal energy savings 

 

POWER SECTOR 

Power Sector 
Subject to: 
1) Balance of demand (power output = power demand) 
2) Availability of installed power (generated power ≤ Installed capacity * load factor) 

3) Energy available in the reservoirs and run-of-the-river hydro 
4) Balance in pumping storage 
5) Limitation of emissions of SO2, NOx and particulates 
6) Maximum installed capacity of renewable and nuclear technologies 
7) Annual limit of installation of new CCGTs and coal power plants 
8) Minimum annual production with plants that use natural gas (for backup) 

 

Common constraint 
 

BAU GHG emissions (1 - % reduction) ≥ Total GHG Emissions 
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𝑐𝑡 Power technologies (Nuc, ncoal, icoal, CCGT, F-G, Hyd_Res, Hyd_ror, Wind, ORSR, 
NRSR, Pump) 

𝑐𝑒𝑥(𝑐𝑡) Existing power technologies 

𝑐𝑡_𝑒𝑜𝑙(𝑐𝑡) Existing wind power technologies 

𝑐𝑡𝑤𝑒𝑜𝑙(𝑐𝑡) Existing power technologies (without wind farms) 

𝑡𝑒𝑐𝑟 Renewable technology 

𝑐𝑡𝑛𝑜𝑖𝑛𝑡(𝑐𝑡) No intermittent power technologies 

ℎ(𝑐𝑡) Adjustable power stations 

𝑓(𝑐𝑡) Flowing hydraulic power  

𝑏(𝑐𝑡) Pump (hydraulic power) 

𝑐𝑛(𝑐𝑡) New power technologies 

𝑝𝑜𝑙𝑙𝑢𝑡 Pollutants (NOx, NO2, particles) 

 

STEEL 

𝑡𝑟𝑠 Type of raw materials and energy 

𝑡𝑟𝑑𝑟(𝑡𝑟𝑠) DRI (raw material) 

𝑡𝑟𝑠𝑐(𝑡𝑟𝑠) Scrap (raw material) 

𝑑𝑒𝑟(𝑡𝑟𝑠) Type of iron and coal products (intermediate) 

𝑑𝑒𝑟𝑒(𝑑𝑒𝑟) Type of iron and coal products with direct GHG emissions 

𝑑𝑑𝑟(𝑑𝑒𝑟) DRI (intermediate) 

𝑑𝑟𝑠𝑑(𝑑𝑒𝑟) Iron and coal products (intermediate without DRI) 

𝑝𝑔𝑖 Type of pig iron 

𝑡𝑜𝑡(𝑝𝑔𝑖) Total of pig iron 

𝑝𝑔𝑏𝑒(𝑝𝑔𝑖) Both of pig iron (BOF and EAF) 

𝑝𝑒𝑎(𝑝𝑔𝑖) Pig iron EAF 

𝑝𝑔𝑏(𝑝𝑔𝑖) Pig iron BOF 

𝑡𝑠 Types of steel 

𝑡𝑠𝑖𝑚(𝑡𝑠) Imported steel 

𝑡𝑠𝑏(𝑡𝑠) Steel from BOF 

𝑡𝑒𝑎(𝑡𝑠) Steel from EAF 

𝑡𝑏𝑒(𝑡𝑠) Steel from BOF and EAF 

𝑝𝑠 Processes (BF, BOF, EAF, DRI) 

𝑝𝑠𝑏(𝑝𝑠) BF process 

𝑝𝑠𝑏𝑜(𝑝𝑠) BOF process 

𝑝𝑠𝑒(𝑝𝑠) EAF process 

𝑝𝑠𝑑(𝑝𝑠) DRI process 
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𝑝𝑠𝑏𝑒(𝑝𝑠) BOF and EAF process 

 

OIL REFINING 

𝑐𝑟 Type of crude  (for amna, arabian light, Brent, forcados, maya) 

𝑚 Modules (atmospheric distillation, reformed, HDS1, HDS2, HDS3, atmospheric 
vacuum, FCC, HC, coker) 

𝑚𝑟𝑒(𝑚) Module (reformed) 

𝑚𝑟𝑎(𝑚) Atmospheric distillation 

ℎ𝑒𝑑(𝑚) HDS desulfurized extraction 

𝑝𝑟𝑡𝑐 Products of crude (intermediate and final) 

𝑎𝑢𝑟(𝑝𝑟𝑡𝑐) Products to self-consumption (fuel gas, fuel oil) 

𝑟𝑓𝑛(𝑝𝑟𝑡𝑐) Reformed naphtha 

𝑏𝑢(𝑝𝑟𝑡𝑐) Butane 

𝑙𝑛(𝑝𝑟𝑡𝑐) Light naphtha 

𝑛𝑔(𝑝𝑟𝑡𝑐) Natural gas 

𝑖𝑛𝑝𝑟(𝑝𝑟𝑡𝑐) Entry to final products 

𝑔𝑏(𝑖𝑛𝑝𝑟) Entry to final products (gasoline from butane) 

𝑔𝑙𝑛(𝑖𝑛𝑝𝑟) Entry to final products (gasoline from light naphtha) 

𝑖𝑗𝑓(𝑖𝑛𝑝𝑟) Entry to final products (jet fuel) 

𝑖𝑗𝑓2(𝑖𝑛𝑝𝑟) Entry to final products (jet fuel from HDS1 and HC) 

𝑑𝑖(𝑝𝑟𝑡𝑐) Diesel  

𝑔𝑎(𝑝𝑟𝑡𝑐) Gasoline 

𝑗𝑓(𝑝𝑟𝑡𝑐) Jet fuel 

𝑝𝑟𝑐 (𝑝𝑟𝑡𝑐) Products of crude (intermediate) 

𝑒𝑥 (𝑝𝑟𝑐) Extractions (1st, 2nd, and 3rd) from HDS 

1𝑒𝑥(𝑒𝑥) 1st extraction 

2𝑒𝑥(𝑒𝑥) 2nd extraction 

3𝑒𝑥 (𝑒𝑥) 3rd extraction 

𝑝𝑖𝑛 (𝑝𝑟𝑐) Entry of products into the modules 

𝑝𝑐𝑟𝑢(𝑝𝑖𝑛) Crude oil 

𝑖𝑟 (𝑝𝑟𝑡𝑐) Imported products (H2, natural gas)  

ℎ𝑖𝑟(𝑖𝑟) Imported products (H2) 

𝑐𝑟𝑐 specifications of the final products (density, sulfur, cetane) 

𝑑𝑟(𝑝𝑟𝑡𝑐) Final products of oil refining 

𝑝𝑓𝑐𝑐(𝑝𝑟𝑡𝑐) Products of crude (intermediate from FCC) 

𝑠𝑒(𝑐𝑟𝑐) Specifications (sulfur) 
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𝑑𝑒(𝑐𝑟𝑐) Specifications (density) 

𝑐𝑒(𝑐𝑟𝑐) Specifications (cetane) 

𝑟𝑜(𝑐𝑟𝑐) Specifications (octane) 

𝑠𝑢 Sulfur content 

𝑤𝑠(𝑠𝑢) Without sulfur (or it is not considered) 

𝑠𝑠(𝑠𝑢) With sulfur  

 

CEMENT 

𝑡𝑐 type of cement (grey and white Clinker, plaster, pozzolanas, slag, fly ash) 

𝑡𝑐𝑙 Type of clinker production (wet, semidry, dry, etc.) 

𝑖𝑛 Parts of a plant (integral plant, cement mill) 

𝑐𝑙 Type of clinker (grey and white) 

𝑚𝑐𝑙 Raw material to clinker 

 

TILES 

𝑡𝑡𝑟𝑚 Type of tiles and raw materials 

𝑡𝑡(𝑡𝑡𝑟𝑚) Type of tile (red paste tiles, white paste tiles, red paste stoneware, porcelain and white 
paste stoneware and extruded tiles) 

𝑡𝑤𝑒(𝑡𝑡) Type of tiles without extruded tiles 

𝑤𝑜(𝑡𝑡) Wollastonite 

𝑡𝑡𝑤(𝑡𝑡) Product with Wollastonite  

𝑑𝑓𝑡𝑡(𝑡𝑡) Product with double firing 

𝑡𝑓𝑔(𝑡𝑡𝑟𝑚) Frits and glazes 

𝑖𝑛𝑡 Facilities tile factory 

𝑘𝑖(𝑖𝑛𝑡) Type of kiln (tunnel kiln, roller kiln) 

𝑘𝑡𝑖(𝑖𝑛𝑡) Tunnel kiln 

𝑖𝑟𝑡(𝑖𝑛𝑡) Heat recovery 

𝑝𝑘𝑡(𝑖𝑛𝑡) Pre-kiln 

𝑖𝑡𝑒(𝑖𝑛𝑡) Facilities with electricity consumption  

𝑖𝑐𝑔(𝑖𝑛𝑡) Facilities with energy consumption from cogeneration 

𝑖𝑤𝑘(𝑖𝑛𝑡) Process (without kilns) 

𝑖𝑎𝑡(𝑖𝑛𝑡) Atomizer  

𝑝𝑒𝑟 Types of performance (thermal, electric, load factor) 

𝑡𝑒𝑝(𝑝𝑒𝑟) Thermal performance 

𝑒𝑒𝑝(𝑝𝑒𝑟) Electric performance 

𝑠𝑚𝑡 Energy saving measures: 
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smt1: optimization of combustion air flow and furnace pressure curve. 
smt2: heat the combustion air of the furnace with cooling gas fireplace. 
smt3: Increase solids content of the slurry atomizer and automatic control of the 
humidity in atomizers 

𝑠𝑚𝑡𝑘(𝑠𝑚𝑡) Energy saving measures to kilns (smt1, smt2) 

𝑒𝑐𝑖(𝑐𝑟𝑐𝑡) Power consumption increase (facilities) 

𝑓𝑖𝑟 Type of cooking in tiles production 

𝑑𝑓(𝑓𝑖𝑟) Double firing bake 

𝑐𝑎𝑟𝑏 Characteristics of carbonate product according to the raw material 

𝑝𝑒𝑟𝑐(𝑐𝑎𝑟𝑏) Percentage of carbonate 

 

BRICKS 

𝑡𝑏𝑟𝑚 Products and raw material 

𝑡𝑏(𝑡𝑏𝑟𝑚) Type of products (bricks wall, face bricks, roof tiles, others) 

𝑏𝑟𝑚(𝑡𝑏𝑟𝑚) Raw material 

𝑟𝑚𝑝𝑚(𝑡𝑏𝑟𝑚) Raw material: waste paper and marc 

𝑐𝑙𝑎(𝑡𝑏𝑟𝑚) Raw material: clay 

𝑤𝑝(𝑡𝑏𝑟𝑚) Raw material: waste paper 

𝑚𝑎𝑏(𝑡𝑏𝑟𝑚) Raw material: marc 

𝑖𝑛𝑏 Facilities of bricks factory 

𝑘𝑏(𝑖𝑛𝑏) Type of kiln 

𝑘𝑏𝑖(𝑖𝑛𝑏) Tunnel kiln 

𝑝𝑘𝑏(𝑖𝑛𝑏) Pre-kiln 

𝑑𝑟𝑏(𝑖𝑛𝑏) Dryers (continuous dryer and camera dryer) 

𝑖𝑟𝑏(𝑖𝑛𝑏) Heat recovery 

𝑖𝑡𝑏(𝑖𝑛𝑏) Facilities with electricity consumption  

𝑖𝑐𝑔𝑏(𝑖𝑛𝑏) Facilities with energy consumption from cogeneration 

𝑝𝑟𝑏(𝑖𝑛𝑏) Raw material preparation 

𝑠𝑚𝑏 Energy saving measures: 
smb1: optimization of combustion air flow and furnace pressure curve. 
smb2: heat the combustion air of the furnace with cooling gas fireplace. 
 

𝑎𝑟 raw material extraction location (ar1: good, ar2: medium, ar3: bad) 

𝑎𝑟12(𝑎𝑟) Raw material extraction location (ar1, ar2) 

𝑐𝑎𝑏𝑏 Carbonate content of the raw material 
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Parameters: 

𝑡𝑝𝑝 Discount rate 

𝑐𝑐𝑜𝑚𝑏𝑐𝑜𝑚𝑏 Fuel costs 

𝑐𝑔𝑐𝑝𝑒𝑟,𝑡𝑐𝑜𝑔 Characteristics of cogeneration (performances) 

𝑡𝑝𝑝𝑘 Thermal performance pre-kiln  

𝑛𝑠𝑠 Thermal performance of dryers 

𝑚𝑎𝑥𝑏𝑔 % Of natural gas to biogas 

𝑏𝑎𝑢 Amount of GHG emissions in business as usual scenario 

𝑟𝑒𝑑 % of GHG reduction 

𝑒𝑚𝑐𝑜𝑐𝑜𝑚𝑏 GHG emission factor (fuels) 

𝑒𝑚𝑐𝑎𝑟 GHG emissions (carbonate) 

𝑐𝑎𝑝𝑏𝑔 Maximum availability of biogas 

 

POWER SECTOR 

𝑖𝑛𝑣𝑐𝑝𝑐𝑛,𝑝 Investment costs of the new power capacity 

𝑖𝑛𝑣𝑒𝑓𝑐𝑡 Reverse efficiency 

𝑑𝑎𝑦𝑠𝑠 Number of days corresponding to each day s 

𝑐𝑜𝑚𝑟𝑒𝑔𝑒𝑠𝑝𝑡𝑒𝑐𝑟 Operation and maintenance “special regime”  

𝑝𝑟𝑒𝑚 Premium  

𝑑𝑒𝑙𝑝,𝑠,𝑛 Electricity demand (without industry) 

𝑑𝑒𝑙𝑖𝑝,𝑠,𝑛 Electricity demand  matrix (industry) 

𝑝𝑟𝑜𝑑𝑒𝑜𝑙𝑝,𝑠,𝑛 Wind power generated 

𝑙𝑜𝑎𝑑𝑓𝑐𝑡 Load factor 

𝑖𝑛𝑑𝑐𝑜𝑏 Coverage rate of non-intermittent electric generation (reserves) 

𝑎𝑝𝑜𝑟ℎ𝑖𝑑ℎ,𝑠 Hydraulic contribution 

𝑓𝑙𝑢𝑦𝑓,𝑠 Available flowing power  

𝑏𝑜𝑚𝑎𝑥𝑏 Maximum pumping power 

𝑐𝑜𝑛𝑡𝑐𝑡,𝑝𝑜𝑙𝑙𝑢𝑡 Level of emissions of SO2, NOx, and particulates 

𝑚𝑎𝑥𝑐𝑜𝑝,𝑝𝑜𝑙𝑙𝑢𝑡 Maximum level of emissions (except CO2) 

𝑝𝑖𝑛𝑠𝑚𝑐𝑛𝑐𝑛 Maximum installed power for each type of new plant 

𝑒𝑚𝑒𝑐𝑡 GHG emission factor  

 

STEEL 

𝑒𝑙𝑠𝑡𝑠 Electricity consumption factor 

𝑝𝑟𝑚𝑠𝑡𝑟𝑠 Price of raw materials  
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𝑐𝑝𝑟𝑠𝑝𝑠 Fixed and variable costs (by process) 

𝑐𝑖𝑛𝑠𝑡𝑝𝑠 Cost of investments (process) 

𝑝𝑖𝑚𝑠𝑡 Price of imported steel 

𝑚𝑥𝑠𝑑𝑒𝑟,𝑡𝑟𝑠 Mix of products 

𝑝𝑎𝑟𝑠𝑑𝑟𝑠𝑑 Parameters for pig iron 

𝑠𝑡𝑑𝑒 Steel demand 

𝑚𝑐𝑠𝑡𝑝𝑠 Maximum capacity (process) 

𝑒𝑚𝑠𝑑𝑑𝑒𝑟 GHG emission factor (direct) 

𝑒𝑚𝑠𝑡𝑜𝑡 GHG emission factor (indirect) 

 

OIL REFINING 

𝑒𝑙𝑟𝑝𝑖𝑛,𝑐𝑟 Electricity consumption factor 

𝑝𝑐𝑟𝑢𝑐𝑟 Price of crude (for amna, arabian light, Brent, forcados, maya) 

𝑐𝑓𝑣𝑟𝑝𝑖𝑛,𝑐𝑟 Fixed and variable operation costs 

𝑐𝑖𝑛𝑣𝑟𝑝𝑖𝑛,𝑐𝑟 Investment costs 

𝑝𝑖𝑚𝑜𝑝𝑖𝑟,𝑐𝑟 Price of other imported product 

𝑝𝑖𝑚𝑝𝑑𝑟,𝑐𝑟 Price of imported final product 

𝑓𝑎𝑐𝑐𝑟𝑐,𝑝𝑟𝑐,𝑐𝑟 Conversion factors 

𝑑𝑒𝑚𝑟𝑑𝑟 Demand of refining products 

𝑓𝑙𝑢𝑗 Flows 

𝑚𝑒𝑧1 Mixing matrix (modules) 

𝑚𝑒𝑧2 Mixing matrix (intermediate flows) 

𝑚𝑒𝑧3 Mixing matrix (entrance to final products) 

𝑚𝑒𝑧4 Mixing matrix (entrance to modules) 

𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦𝑝𝑟𝑐 Maximum input capacity to the modules 

𝑑ℎ𝑑𝑠𝑒𝑥,𝑐𝑟𝑐,𝑐𝑟 HDS specifications of the final products (density, sulfur, cetane) 

𝑑𝑟𝑒𝑓𝑐𝑟𝑐,𝑐𝑟 Reformed specifications 

𝑠𝑝𝑓𝑑𝑖,𝑠𝑒 Fuel specifications 

𝑡𝑐𝑟𝑝𝑖𝑛,𝑐𝑟 Thermal consumption (refining) 

𝑝𝑐𝑜𝑚𝑏𝑎𝑢𝑟,𝑐𝑟 Calorific value of fuels 

𝑒𝑚𝑟𝑝𝑛,𝑐𝑟 GHG emission factor by product 

𝑒𝑚𝑐𝑜𝑟𝑝𝑟𝑡𝑐 GHG emission factor 

 

CEMENT 

𝑒𝑙𝑐𝑙𝑡𝑐𝑙,𝑐𝑙 Electricity consumption factor (clinker production) 
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𝑒𝑙𝑐𝑖𝑛,𝑡𝑐 Electricity consumption factor (cement production) 

𝑝𝑟𝑚𝑐𝑚𝑐𝑙,𝑐𝑙 Price of raw materials 

𝑐𝑓𝑣𝑐𝑖𝑛 Fixed and variable costs (current production capacity of cement) 

𝑐𝑓𝑣𝑐𝑙𝑖𝑛 Fixed and variable costs (current production capacity of clinker) 

𝑝𝑖𝑚𝑐𝑐𝑙 Price of imported cement 

𝑝𝑖𝑚𝑐𝑙𝑐𝑙 Price of imported clinker 

𝑑𝑐𝑒𝑡𝑐 Cement demand 

𝑐𝑡𝑐𝑙𝑡𝑐𝑙,𝑐𝑙 Thermal consumption for clinker 

𝑝𝑐𝑘𝑚𝑐𝑙,𝑐𝑙  Raw material in clinker 

𝑐𝑐𝑒𝑖𝑛,𝑡𝑐 Capacity of cement production 

𝑐𝑐𝑙𝑡𝑐𝑙,𝑐𝑙 Capacity of clinker production 

𝑟𝑚𝑘𝑐𝑙 Cement raw materials 

𝑒𝑚𝑐𝑚𝑐𝑙,𝑐𝑙 GHG emission factor  

 

TILES 

𝑝𝑟𝑚𝑡𝑡𝑡 Price of raw materials  

𝑐𝑓𝑣𝑡𝑖𝑛𝑡 Fixed and variable costs (current production capacity) 

𝑐𝑖𝑓𝑣𝑡𝑖𝑛𝑡 Fixed and variable costs (new capacity) 

𝑐𝑠𝑚𝑡𝑠𝑚𝑡 Saving energy measures costs  

𝑐𝑖𝑛𝑣𝑡𝑖𝑛𝑡 Investment costs (ovens, pre-ovens, dryers, systems, heat recovery, and others) 

𝑐𝑐𝑔𝑡𝑡𝑐𝑜𝑔 Investment costs (cogeneration) 

𝑐𝑖𝑘𝑡𝑘𝑡 Investment costs (energy saving measures) 

𝑝𝑖𝑚𝑡𝑡𝑡 Price of imported tiles 

𝑐𝑖𝑐𝑜𝑡𝑐𝑜𝑚𝑏 Investment costs (fuel switching) 

𝑑𝑡𝑖𝑡𝑡 Tiles demand 

𝑓𝑐𝑜𝑐𝑜𝑚𝑏 Conversion factor for fuel 

𝑒𝑏𝑡𝑖𝑛𝑡 Extra requirements of double-firing 

𝑒𝑐𝑡𝑠𝑖𝑛𝑡,𝑡𝑡 Energy consumption of furnaces with standard insulation 

𝑒𝑐𝑡𝑖𝑖𝑛𝑡,𝑡𝑡 Energy consumption of furnaces with improved insulation 

𝑟𝑘𝑑𝑡𝑖𝑟𝑡 Heat recovery (oven - dryer) 

𝑠𝑣𝑤 Energy savings by use of wollastonite 

𝑐𝑠𝑡𝑠𝑚𝑡,𝑡𝑠𝑡 Characteristics of the energy saving measures  

𝑐𝑜𝑡𝑓𝑖𝑟  Percentage of double firing bake 

𝑐𝑡𝑖𝑖𝑛𝑡 Capacity of tiles production 

𝑚𝑥𝑤 Maximum amount of available wollastonite  



14 
 

𝑐𝑎𝑟𝑐𝑐𝑎𝑟𝑏 Average carbonate content of the raw material 

𝑠𝑤𝑡𝑡𝑡 Specific weight of the tiles 

𝑏𝑢𝑡𝑖𝑡𝑎𝑑 Minimum contribution of burners in a dryer and an atomizer 

𝑝𝑐𝑡𝑖𝑡𝑒,𝑡𝑡 Power consumption (facilities) 

𝑡𝑟𝑡𝑘𝑑 Energy recovery between dryer and kiln 

𝑐𝑐𝑔𝑡𝑡𝑐𝑜𝑔 Capacity of cogeneration production 

𝑐𝑝𝑐𝑜𝑡𝑐𝑜𝑚𝑏 Current fuels mix 

𝑐𝑐𝑖𝑘𝑡𝑘𝑡 Current capacity of an insulate furnaces  

𝑐𝑎𝑟𝑏𝑡𝑡𝑡 Carbonate content 

𝑐𝑘𝑠𝑖𝑟𝑡,𝑘𝑖 Kiln – dryer connection 

 

BRICKS 

𝑝𝑟𝑚𝑏𝑏𝑟𝑚 Price of raw materials (raw materials, paper waste, residue oil) 

𝑐𝑓𝑣𝑏𝑖𝑛𝑏 Fixed and variable costs (current production capacity) 

𝑐𝑖𝑓𝑣𝑏𝑖𝑛𝑏 Fixed and variable costs (new capacity) 

𝑐𝑠𝑚𝑏𝑠𝑚𝑏 Saving energy measures costs  

𝑐𝑖𝑛𝑣𝑏𝑖𝑛𝑏 Investment costs (ovens, pre-ovens, dryers, systems, heat recovery, and others) 

𝑐𝑝𝑐𝑔𝑏𝑡𝑐𝑜𝑔 Investment costs (cogeneration) 

𝑐𝑖𝑘𝑏𝑘𝑏 Investment costs (energy saving measures) 

𝑝𝑖𝑚𝑏𝑡𝑏 Price of imported industrial ceramics (bricks and tiles) 

𝑐𝑖𝑐𝑜𝑏𝑐𝑜𝑚𝑏 Investment costs (fuel switching) 

𝑑𝑏𝑖𝑡𝑏 Bricks demand 

𝑛𝑠𝑏 Thermal performance of dryers 

𝑒𝑏𝑏𝑖𝑛𝑏 Extra requirements of double-firing 

𝑒𝑐𝑏𝑖𝑛𝑏,𝑡𝑏 Energy consumption of facilities 

𝑒𝑐𝑏𝑖𝑖𝑛𝑏,𝑡𝑏 Energy consumption of furnaces with improved insulation 

𝑡𝑝𝑏𝑘 Thermal performance of pre-kiln  

𝑐𝑠𝑏𝑠𝑚𝑏,𝑡𝑠𝑡 Characteristics of the energy saving measures  

𝑐𝑣𝑝𝑤 Calorific value * performance of a paper waste 

𝑐𝑣𝑚𝑎 Calorific value * performance of a marc 

𝑟𝑘𝑑𝑏𝑖𝑟𝑏 Heat recovery (oven - dryer) 

𝑐𝑏𝑖𝑖𝑛𝑏 Capacity of bricks production 

𝑏𝑢𝑏 Minimum contribution of burners in dryer and atomizer 

𝑝𝑐𝑏𝑖𝑏𝑒,𝑡𝑏 Power consumption (facilities) 

𝑡𝑟𝑏𝑘𝑑 Energy recovery between dryer and kiln 
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𝑝𝑐𝑜𝑏𝑡𝑏 Power consumption for other equipment 

𝑦𝑎𝑐𝑐𝑎𝑏𝑏 Utilization of each area (raw material) 

𝑚𝑎𝑥𝑤𝑝 Maximum of waste paper 

𝑝𝑤𝑝𝑡𝑏 Maximum % of waste paper in a final product 

𝑐𝑤𝑝𝑝𝑡𝑏 Relation waste paper - product 

𝑐𝑝𝑤𝑝 % of installations of raw material (waste paper) near to factories  

𝑚𝑎𝑥𝑚 Maximum of marc 

𝑝𝑚𝑎𝑡𝑏 Maximum % of marc in a final product 

𝑐𝑚𝑎𝑝𝑡𝑏 Relation marc - product 

𝑐𝑝𝑚𝑎𝑎𝑟 % of installations of raw material (marc) near to factories  

𝑐𝑝𝑐𝑔𝑏𝑡𝑐𝑜𝑔 Capacity of cogeneration production 

𝑐𝑐𝑖𝑘𝑏𝑘𝑏 Current capacity of insulate furnaces  

𝑐𝑝𝑐𝑜𝑏𝑐𝑜𝑚𝑏 Current fuels mix 

𝑐𝑎𝑟𝑏𝑏𝑐𝑎𝑏𝑏,𝑎𝑟 Carbonate content 

𝑐𝑘𝑠𝑏𝑖𝑟𝑏,𝑘𝑏 Kiln – dryer connection 

 

Variables: 

POWER SECTOR 

𝑃𝐼𝑁𝑆𝑐𝑛,𝑝 New installed capacity  

𝑃𝐺𝐸𝑁𝑐𝑡,𝑝,𝑠,𝑛 Electricity power generation by each technology  

𝑃𝐼𝑁𝑆𝐴𝐶𝑈𝑀𝑐𝑡,𝑝 Cumulative installed capacity in each period (auxiliary variable) 

𝑅𝐸𝑆ℎ,𝑝,𝑠 Level of reservoirs 

𝑃𝐵𝑂𝑀𝐵𝑏,𝑝,𝑠,𝑛 Pumping capacity 

 

STEEL 

𝑄𝑅𝑆𝑡𝑟𝑠 Amount of raw materials and energy (Iron, coking coal, DRI imported) 

𝑄𝐷𝐸𝑑𝑒𝑟 Amount of iron and coal products (intermediate) 

𝑄𝑃𝐼𝑡𝑜𝑡 Amount of pig iron 

𝑄𝑆𝑇𝑠𝑡 Amount of steel 

𝑄𝑆𝐶𝑝𝑠 Amount of bought scrap 

𝐼𝑁𝑆𝑇𝑝𝑠 Investment in new capacity 

 

OIL REFINING 

𝑄𝐶𝑅𝑈𝑐𝑟 Quantity of crude (for amna, arabian light, Brent, forcados, maya) 

𝑄𝐻𝑐𝑟 Quantity of hydrogen (for amna, arabian light, Brent, forcados, maya) 
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𝑄𝑁𝐺𝑐𝑟 Quantity of external combustion natural gas (for amna, arabian light, Brent, 
forcados, maya) 

𝑄𝐼𝑀𝑃𝑖𝑟,𝑐𝑟 Quantity of others imported products 

𝐼𝑀𝑃𝑑𝑟,𝑐𝑟 Quantity of final imported product 

 Auxiliary variables 

𝑀𝑂𝐷𝑈𝐿𝑚,𝑝𝑐𝑟,𝑐𝑟 Product output of each module 

𝐼𝑁𝑃𝑈𝑇𝑚,𝑐𝑟 Product entry in each module 

 Oil Refining Products 

𝑃𝑅𝐶𝑅𝑝𝑓𝑟,𝑐𝑟 Final products 

𝐸𝑁𝑇𝑅𝑃𝑅𝑝𝑐𝑟,𝑠𝑢,𝑐𝑟 Entry to final products 

𝐶𝑂𝑅𝑅𝐼𝑁𝑇𝐸𝑅𝑓𝑙𝑢𝑗,𝑐𝑟 Intermediate flows 

𝑀𝐼𝑁𝑉𝑝𝑟𝑐,𝑐𝑟 Investment in new capacity 

𝐼𝐶𝑂𝑅𝑎𝑢𝑟,𝑐𝑟 Self-consumption of refining products 

𝐸𝐶𝑂𝑅𝑎𝑢𝑟,𝑐𝑟 External consumption of fuels  

 

CEMENT 

𝑄𝐶𝑃𝑖𝑛,𝑡𝑐 Cement produced 

𝑄𝐶𝐼𝑖𝑛,𝑡𝑐 Imported cement  

𝑄𝐶𝐿𝐼𝑐𝑙 Imported clinker 

𝑄𝐶𝐿𝑡𝑐𝑙,𝑐𝑙 Clinker produced 

𝑄𝐶𝑂𝑀𝑡𝑐𝑙,𝑐𝑜𝑚𝑏 Amount of fuel (cement) 

𝑄𝑅𝑀𝑚𝑐𝑙,𝑐𝑙 Amount of raw materials (limestone and slate) for clinker production 

𝐼𝑁𝑉𝐶𝑖𝑛,𝑡𝑐 Investment in new production capacity of cement  

𝐼𝑁𝑉𝐶𝐿𝑡𝑐𝑙,𝑐𝑙 Investment in new production capacity of clinker  

 

TILES 

𝑄𝑇𝑃𝑖𝑛𝑡,𝑡𝑡 Tiles produced 

𝑄𝑇𝐼𝑡𝑡 Imported tiles 

𝑄𝐶𝑂𝑇𝑐𝑜𝑚𝑏,𝑐𝑜𝑔 Amount of fuel (tiles) 

𝑄𝐸𝐼𝑁𝑖𝑛𝑡,𝑡𝑡 Energy consumption of facilities 

𝑄𝐶𝐺𝑇𝑖𝑛𝑡,𝑡𝑐𝑜𝑔,𝑡𝑡 Fuel consumption in cogeneration by facility  

𝑄𝐼𝐾𝑇𝑖𝑛𝑡,𝑡𝑡 Current availability of improved furnace insulation 

𝑄𝐵𝑇𝑖𝑛𝑡,𝑡𝑡 Use of double-firing in standard ovens 

𝑄𝐵𝐼𝑇𝑖𝑛𝑡,𝑡𝑡 Use of double-firing in insulated ovens 

𝑄𝑊𝑂𝑡𝑡 Use of wollastonite  

𝑄𝑇𝑃𝑆𝑠𝑚𝑡,𝑖𝑛𝑡,𝑡𝑡 Amount of product passes through other savings measures (kilns) 
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𝑄𝑇𝑃𝑆𝐴𝑡𝑡 Amount of product passes through other savings measures (atomizers) 

𝐼𝑁𝑉𝑇𝑖𝑛𝑡 Investment in new production capacity of tiles 

𝑄𝑅𝑀𝑇𝑡𝑡 Amount of raw material  

𝐸𝑇𝐶𝐺𝑒𝑙𝑒𝑐 Electricity from cogeneration  

𝐼𝑁𝐶𝐺𝑡𝑐𝑜𝑔 Investment of cogeneration capacity  

𝐼𝐶𝑂𝑇𝑐𝑜𝑚𝑏 Investment in a fuel switch 

𝐼𝐼𝐾𝑇𝑘𝑖 Investment in a furnace insulation  

 

BRICKS 

𝑄𝐵𝑃𝑘𝑏,𝑡𝑏 Bricks produced 

𝑄𝐵𝐼𝑡𝑏 Imported bricks 

𝑄𝐶𝑂𝐵𝑐𝑜𝑚𝑏,𝑐𝑜𝑔 Amount of fuel (bricks) 

𝑄𝐸𝐵𝑖𝑛𝑏,𝑡𝑏 Energy consumption of facilities 

𝑄𝐶𝐺𝐵𝑖𝑛𝑏,𝑡𝑐𝑜𝑔,𝑡𝑏 Fuel consumption in cogeneration by facility  

𝑄𝐼𝐾𝐵𝑖𝑛𝑏,𝑡𝑏 Current availability of improved furnace insulation 

𝑄𝐵𝐵𝑖𝑛𝑏,𝑡𝑏 Use of double-firing in standard ovens 

𝑄𝐵𝐼𝐵𝑖𝑛𝑏,𝑡𝑏 Use of double-firing in insulated ovens 

𝑄𝐵𝑃𝑆𝑠𝑚𝑡,𝑖𝑛𝑏,𝑡𝑏 Amount of product passes through other savings measures (kilns) 

𝑄𝐵𝑃𝑆𝐴𝑡𝑏 Amount of product passes through other savings measures (atomizers) 

𝑄𝑅𝑀𝐵𝑏𝑟𝑚,𝑎𝑟 Amount of raw material per product 

𝑄𝐶𝐿𝑐𝑎𝑏𝑏.𝑎𝑟 Amount clay per area (raw material) 

𝑄𝑃𝑊𝑎𝑟.𝑡𝑏 Amount of paper waste (raw material) 

𝑄𝑀𝐴𝑎𝑟,𝑡𝑏 Amount of marc (raw material) 

𝐼𝑁𝑉𝐵𝑖𝑛𝑏 Investment in new production capacity of bricks 

𝑄𝐵𝑃𝑆𝑠𝑚𝑏,𝑡𝑏 Amount of product passes through other savings measures (kilns) 

𝐸𝐵𝐶𝐺𝑒𝑙𝑒𝑐 Electricity from cogeneration  

𝐼𝐵𝐶𝐺𝑡𝑐𝑜𝑔 Investment of cogeneration capacity  

𝐼𝐶𝑂𝐵𝑐𝑜𝑚𝑏 Investment in a fuel switch 

𝐼𝐼𝐾𝐵𝑘𝑏 Investment in a furnace insulation  
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3 Objective function 

 

Minimize costs: 

 

𝑀𝑖𝑛. 𝑐𝑜𝑠𝑡𝑠 =  

- Power system: 

∑(𝑡𝑝𝑝 ∗ 𝑖𝑛𝑣𝑐𝑝𝑐𝑛,𝑝 ∗ 𝑃𝐼𝑁𝑆𝑐𝑛,𝑝)

𝑐𝑛,𝑝

+ ∑ (𝑡𝑝𝑝 ∗ 𝑐𝑐𝑜𝑚𝑏𝑐𝑡−𝑐𝑜𝑚𝑏,𝑝 ∗ 𝑖𝑛𝑣𝑒𝑓𝑐𝑡 ∗ 𝑃𝐺𝐸𝑁𝑐𝑡,𝑝,𝑠,𝑛 ∗ 𝑑𝑎𝑦𝑠𝑠)

𝑐𝑡−𝑐𝑜𝑚𝑏,𝑝,𝑠,𝑛,𝑐𝑡

+ ∑ (𝑡𝑝𝑝 ∗ 𝑐𝑜𝑚𝑟𝑒𝑔𝑒𝑠𝑝𝑡𝑒𝑐𝑟 ∗ 𝑃𝐼𝑁𝑆𝐴𝐶𝑈𝑀𝐶𝑡,𝑝)

𝑐𝑡,𝑡𝑒𝑐𝑟,𝑝

+ ∑ (𝑡𝑝𝑝 ∗ 𝑝𝑟𝑒𝑚𝑐𝑒𝑥 ∗ 𝑃𝐺𝐸𝑁𝑐𝑒𝑥,𝑝,𝑠,𝑛 ∗ 𝑑𝑖𝑎𝑠𝑠)

𝑐𝑒𝑥,𝑝,𝑠,𝑛

+ 

 

- Steel: 

∑(𝑝𝑟𝑚𝑠𝑡𝑟𝑠 ∗ 𝑄𝑅𝑆𝑡𝑟𝑠)

𝑡𝑟𝑠

+ ∑(𝑝𝑟𝑚𝑠𝑡𝑟𝑠𝑐 ∗ 𝑄𝑆𝐶𝑝𝑠)

𝑝𝑠

+ 𝑐𝑝𝑟𝑠𝑝𝑠𝑏 ∗ 𝑄𝑃𝐼𝑡𝑜𝑡 + ∑ (𝑐𝑝𝑟𝑠𝑝𝑠𝑏𝑒 ∗ 𝑄𝑆𝑇𝑡𝑏𝑒)

𝑝𝑠𝑏𝑒−𝑡𝑏𝑒

+ 𝑐𝑝𝑟𝑠𝑝𝑠𝑑

∗ 𝑄𝐷𝐸𝑑𝑑𝑟 + ∑(𝑐𝑖𝑛𝑠𝑡𝑝𝑠 ∗ 𝐼𝑁𝑆𝑇𝑝𝑠)

𝑝𝑠

+ 𝑝𝑖𝑚𝑠𝑡 ∗ 𝑄𝑆𝑇𝑡𝑠𝑖𝑚 + 

 

- Cement: 

∑ (𝑝𝑟𝑚𝑐𝑚𝑐𝑙,𝑐𝑙 ∗ 𝑄𝑅𝑀𝑚𝑐𝑙,𝑐𝑙)

𝑚𝑐𝑙,𝑐𝑙

+ ∑ ∑(𝑐𝑓𝑣𝑐𝑖𝑛 ∗ 𝑄𝐶𝑃𝑖𝑛,𝑐𝑙)

𝑐𝑙𝑖𝑛

+ ∑ (𝑐𝑓𝑣𝑐𝑙𝑡𝑐𝑙,𝑐𝑙 ∗ 𝑄𝐶𝐿𝑡𝑐𝑙,𝑐𝑙)

𝑡𝑐𝑙,𝑐𝑙

+ ∑(𝑝𝑖𝑚𝑐𝑙𝑐𝑙 ∗ 𝑄𝐶𝐿𝐼𝑐𝑙)

𝑐𝑙

+ ∑(𝑝𝑖𝑚𝑐𝑐𝑙 ∗ 𝑄𝐶𝐼𝑐𝑙)

𝑐𝑙

+ ∑ ∑(𝑝𝑖𝑚𝑐𝑙𝑐𝑙 ∗ 𝐼𝑁𝑉𝐶𝑖𝑛,𝑐𝑙)

𝑐𝑙𝑖𝑛

+ ∑ ∑(𝑝𝑖𝑚𝑐𝑙𝑐𝑙 ∗ 𝐼𝑁𝑉𝐶𝐿𝑡𝑐𝑙,𝑐𝑙)

𝑐𝑙𝑡𝑐𝑙

+ 

 

- Oil Refining: 

∑(𝑝𝑐𝑟𝑢𝑐𝑟 ∗ 𝐼𝑁𝑃𝑈𝑇𝑝𝑐𝑟𝑢,𝑐𝑟)

𝑐𝑟

+ ∑ (𝑝𝑖𝑚𝑜𝑝𝑖𝑟 ∗ 𝑄𝐼𝑀𝑃𝑖𝑟,𝑐𝑟 )

𝑖𝑟,𝑐𝑟

+ ∑ (𝑐𝑓𝑣𝑟𝑝𝑖𝑛,𝑐𝑟 ∗ 𝐼𝑁𝑃𝑈𝑇𝑝𝑖𝑛,𝑐𝑟)

𝑝𝑖𝑛,𝑐𝑟

+ ∑ (𝑐𝑖𝑛𝑣𝑟𝑝𝑖𝑛 ∗ 𝑀𝐼𝑁𝑉𝑝𝑖𝑛,𝑐𝑟)

𝑝𝑖𝑛,𝑐𝑟

+ ∑ (𝑝𝑖𝑚𝑝𝑑𝑟 ∗ 𝐼𝑀𝑃𝑑𝑟,𝑐𝑟)

𝑑𝑟,𝑐𝑟

+ 
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- Tiles 

∑ (𝑐𝑐𝑜𝑚𝑏𝑐𝑜𝑚𝑏 ∗ 𝑄𝐶𝑂𝑇𝑐𝑜𝑚𝑏,𝑐𝑜𝑔)

𝑐𝑜𝑔,𝑐𝑜𝑚𝑏

+ ∑(𝑝𝑟𝑚𝑡𝑡𝑡 ∗ 𝑄𝑅𝑀𝑇𝑡𝑡)

𝑡𝑡

+ ∑ (𝑐𝑓𝑣𝑡𝑖𝑛𝑡 ∗ ∑ 𝑄𝑇𝑃𝑖𝑛𝑡,𝑡𝑡

𝑡𝑡

)

𝑖𝑛𝑡

+ ∑ ∑ (𝑐𝑖𝑓𝑣𝑡𝑖𝑛𝑡 ∗ 𝑄𝐶𝐺𝑇𝑖𝑛𝑡,𝑡𝑐𝑜𝑔,𝑡𝑡)

𝑖𝑛𝑡,𝑡𝑡𝑡𝑐𝑜𝑔

+ ∑ ∑(𝑐𝑠𝑚𝑡𝑠𝑚𝑡 ∗ 𝑄𝑇𝑃𝑆𝑠𝑚𝑡,𝑘𝑖,𝑡𝑡)

𝑡𝑡𝑠𝑚𝑏,𝑘𝑖

+ ∑(𝑐𝑖𝑛𝑣𝑡𝑖𝑛𝑡 ∗ 𝐼𝑁𝑉𝑇𝑖𝑛𝑡)

𝑖𝑛𝑡

+ ∑ (𝑐𝑐𝑔𝑡𝑡𝑐𝑜𝑔 ∗ 𝐼𝑁𝐶𝐺𝑡𝑐𝑜𝑔)

𝑡𝑐𝑜𝑔

+ ∑ (𝑐𝑖𝑐𝑜𝑡𝑐𝑜𝑚𝑏 ∗ 𝐼𝐶𝑂𝑇𝑐𝑜𝑚𝑏)

𝑐𝑜𝑚𝑏

+ ∑(𝑐𝑖𝑘𝑡𝑘𝑡 ∗ 𝐼𝐼𝐾𝑇𝑘𝑡)

𝑘𝑡

+ ∑(𝑝𝑖𝑚𝑡𝑡𝑡 ∗ 𝑄𝑇𝐼𝑡𝑡)

𝑡𝑡

+ 

 

- Bricks: 

∑ (𝑐𝑐𝑜𝑚𝑏𝑐𝑜𝑚𝑏 ∗ 𝑄𝐶𝑂𝐵𝑐𝑜𝑚𝑏,𝑐𝑜𝑔)

𝑐𝑜𝑔,𝑐𝑜𝑚𝑏

+ ∑ (𝑝𝑟𝑚𝑏𝑏𝑟𝑚 ∗ 𝑄𝑅𝑀𝐵𝑏𝑟𝑚,𝑎𝑟)

𝑏𝑟𝑚,𝑎𝑟

+ ∑ (𝑐𝑓𝑣𝑏𝑖𝑛𝑏 ∗ ∑ 𝑄𝐵𝑃𝑖𝑛𝑏,𝑡𝑏

𝑡𝑏

)

𝑖𝑛𝑏

+ ∑ ∑ (𝑐𝑖𝑓𝑣𝑏𝑖𝑛𝑏 ∗ 𝑄𝐶𝐺𝐵𝑖𝑛𝑏,𝑡𝑐𝑜𝑔,𝑡𝑏)

𝑖𝑛𝑏,,𝑡𝑏𝑡𝑐𝑜𝑔

+ ∑ ∑(𝑐𝑠𝑚𝑏𝑠𝑚𝑏 ∗ 𝑄𝐵𝑃𝑆𝑠𝑚𝑏,𝑡𝑏)

𝑡𝑏𝑠𝑚𝑏

+ ∑(𝑐𝑖𝑛𝑣𝑏𝑖𝑛𝑏 ∗ 𝐼𝑁𝑉𝐵𝑖𝑛𝑏)

𝑖𝑛𝑏

+ ∑ (𝑐𝑖𝑐𝑜𝑏𝑐𝑜𝑚𝑏 ∗ 𝐼𝐶𝑂𝐵𝑐𝑜𝑚𝑏)

𝑐𝑜𝑚𝑏

+ ∑ (𝑐𝑐𝑔𝑏𝑡𝑐𝑜𝑔 ∗ 𝐼𝐵𝐶𝐺𝑡𝑐𝑜𝑔)

𝑡𝑐𝑜𝑔

+ ∑(𝑐𝑖𝑘𝑏𝑘𝑏 ∗ 𝐼𝐼𝐾𝐵𝑘𝑏)

𝑘𝑏

+ ∑(𝑝𝑖𝑚𝑏𝑡𝑏 ∗ 𝑄𝐵𝐼𝑡𝑏)

𝑡𝑏

 

 

Where: 
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4 Constraints 

 

The objective function is subject to the following restrictions. 

 

4.1 General 

 

GHG emissions  

𝑏𝑎𝑢 ∗ (1 − 𝑟𝑒𝑑) ≥  ∑ 𝑆𝑒𝑐𝑡𝑜𝑟𝑎𝑙 𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛𝑠 , 𝑤ℎ𝑒𝑟𝑒: 

Power sector: 

∑ (𝑒𝑚𝑒𝑐𝑡 ∗ 𝑃𝐺𝐸𝑁𝑐𝑡,𝑝,𝑠,𝑛 ∗ 𝑑𝑎𝑦𝑠)

𝑐𝑡,𝑝,𝑠,𝑛

 

Steel: 

∑ (𝑒𝑚𝑠𝑑𝑑𝑒𝑟𝑒 ∗ 𝑄𝐷𝐸𝑑𝑒𝑟𝑒)

𝑑𝑒𝑟𝑒

+ (𝑒𝑚𝑠𝑝𝑔𝑏 ∗ 𝑄𝑃𝐼𝑡𝑜𝑡) 

Cement: 

∑ (𝑒𝑚𝑐𝑜𝑐𝑜𝑚𝑏 ∗ ∑ 𝑄𝐶𝑂𝑀𝑡𝑐𝑙,𝑐𝑜𝑚𝑏

𝑡𝑐𝑙

)

𝑐𝑜𝑚𝑏

+ (𝑒𝑚𝑐𝑚𝑐𝑙,𝑐𝑙 ∗ 𝑄𝑅𝑀𝑚𝑐𝑙,𝑐𝑙) 

Tiles: 

∑ (𝑒𝑚𝑐𝑜𝑐𝑜𝑚𝑏 ∗ ∑(𝑄𝐶𝑂𝑇𝑐𝑜𝑚𝑏,𝑐𝑜𝑔)

𝑐𝑜𝑔

∗ 𝑓𝑐𝑜𝑐𝑜𝑚𝑏)

𝑐𝑜𝑚𝑏

+ (∑(𝑐𝑎𝑟𝑏𝑡𝑡𝑡 ∗ 𝑄𝑇𝑃𝑘𝑖,𝑡𝑡)

𝑡𝑡

− ∑ 𝑄𝑊𝑂𝑤𝑜

𝑤𝑜

) ∗ 𝑒𝑚𝑐𝑎𝑟 

Bricks: 

∑ (𝑒𝑚𝑐𝑜𝑐𝑜𝑚𝑏 ∗ ∑(𝑄𝐶𝑂𝐵𝑐𝑜𝑚𝑏,𝑐𝑜𝑔)

𝑐𝑜𝑔

∗ 𝑓𝑐𝑜𝑐𝑜𝑚𝑏)

𝑐𝑜𝑚𝑏

+ ∑ (𝑐𝑎𝑟𝑏𝑏𝑐𝑎𝑏𝑏,𝑎𝑟12 ∗ 𝑄𝐶𝐿𝑐𝑎𝑏𝑏,𝑎𝑟12)

𝑐𝑎𝑏𝑏,𝑎𝑟12

∗ 𝑒𝑚𝑐𝑎𝑟 

Oil refining: 

∑ (𝑒𝑚𝑟𝑝𝑖𝑛,𝑐𝑟 ∗ 𝐼𝑁𝑃𝑈𝑇𝑝𝑖𝑛,𝑐𝑟)

𝑝𝑖𝑛,𝑐𝑟

+ ∑ (𝑒𝑚𝑐𝑜𝑟𝑎𝑢𝑟 ∗ ∑ 𝐼𝐶𝑂𝑅𝑎𝑢𝑟,𝑐𝑟

𝑐𝑟

)

𝑎𝑢𝑟

+ (𝑒𝑚𝑐𝑜𝑟𝑛𝑔 ∗ ∑ 𝐸𝐶𝑂𝑅𝑛𝑔,𝑐𝑟

𝑐𝑟

) 
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4.2 Steel 

 

Steel demand > Steel produced + Steel imported 

𝑄𝑆𝑇𝑡𝑠 + 𝑄𝑆𝑇𝑡𝑠𝑖𝑚 = 𝑠𝑡𝑑𝑒 

 

Maximum production capacities 

Steel produced < Maximum capacity (BOF, EAF) 

𝑄𝑃𝐼𝑡𝑜𝑡 ≤ 𝑚𝑐𝑠𝑡𝑝𝑠𝑏 + 𝐼𝑁𝑆𝑇𝑝𝑠𝑏 

𝑄𝑆𝑇𝑡𝑠 ≤ 𝑚𝑐𝑠𝑡𝑝𝑠 + 𝐼𝑁𝑆𝑇𝑝𝑠 

∀ 𝑡𝑠, 𝑝𝑠 (𝑡𝑜 𝐵𝑂𝐹 𝑎𝑛𝑑 𝐸𝐴𝐹 𝑝𝑟𝑜𝑐𝑒𝑠𝑠) 

 

𝑄𝐷𝐸𝑑𝑑𝑟 ≤ 𝑚𝑐𝑠𝑡𝑝𝑠𝑑 + 𝐼𝑁𝑆𝑇𝑝𝑠𝑑 

 

Requirements of raw materials for coking coal and iron 

𝑄𝐷𝐸𝑑𝑒𝑟 ∗ 𝑚𝑥𝑠𝑑𝑒𝑟,𝑡𝑟𝑠 = 𝑄𝑅𝑆𝑡𝑟𝑠 

∀ 𝑑𝑒𝑟, 𝑡𝑟𝑠[ 𝑖𝑓 𝑚𝑥𝑠(𝑑𝑒𝑟, 𝑡𝑟𝑠)] 

 

BF process for the production of pig iron (sinter, pellets, DRI and coke) 

𝑝𝑟𝑠𝑑𝑟𝑠𝑑 ∗ 𝑄𝑃𝐼𝑡𝑜𝑡 = 𝑄𝐷𝐸𝑑𝑟𝑠𝑑 

∀ 𝑑𝑟𝑠𝑑 

 

∑ 𝑄𝑃𝐼𝑝𝑔𝑏𝑒

𝑝𝑔𝑏𝑒

= 𝑄𝑃𝐼𝑡𝑜𝑡 

 

BOF Process for the production of steel (scrap, pig iron, sinter, pellets, and coke) 

𝑄𝑆𝑇𝑠𝑡 ∗ 0.94 = 𝑄𝑃𝐼𝑝𝑔𝑏 + 𝑄𝑆𝐶𝑝𝑠𝑏𝑜 

 

Scrap < 30% of raw material 

𝑄𝑆𝐶𝑝𝑠𝑏𝑜 ≤ (𝑄𝑃𝐼𝑝𝑔𝑏 + 𝑄𝑆𝐶𝑝𝑠𝑏𝑜) ∗ 0,3 
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Pig iron > 70% of raw material 

(𝑄𝑃𝐼𝑝𝑔𝑏 + 𝑄𝑆𝐶𝑝𝑠𝑏𝑜) ∗ 0,7 ≤ 𝑄𝑃𝐼𝑝𝑔𝑏 

 

EAF Process for the production of steel (scrap, pig iron, DRI, sinter, pellets, and coke) 

1 ton of steel needs 1.13 ton of scrap, DRI or pig iron 

𝑄𝑆𝑇𝑡𝑒𝑎 ∗ 1,13 = 𝑄𝑅𝑆𝑡𝑟𝑑𝑟 + 𝑄𝐷𝐸𝑑𝑑𝑟 + 𝑄𝑃𝐼𝑝𝑒𝑎 + 𝑄𝑆𝐶𝑝𝑠𝑒 

 

Pig iron and DRI < 30% of raw material 

𝑄𝑅𝑆𝑡𝑟𝑑𝑟 + 𝑄𝐷𝐸𝑑𝑑𝑟 + 𝑄𝑃𝐼𝑝𝑒𝑎 = (𝑄𝑅𝑆𝑡𝑟𝑑𝑟 + 𝑄𝐷𝐸𝑑𝑑𝑟 + 𝑄𝑃𝐼𝑝𝑒𝑎 + 𝑄𝑆𝐶𝑝𝑠𝑒) ∗ 0.3 

 

Total steel produced is the sum of EAF + BOF 

𝑄𝑆𝑇𝑡𝑠 = 𝑄𝑆𝑇𝑡𝑠𝑏 + 𝑄𝑆𝑇𝑡𝑒𝑎 
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4.3 Cement 

 

Cement demand > Cement produced + imported 

𝑑𝑐𝑒𝑡𝑐 ≤ ∑(𝑄𝐶𝑃𝑖𝑛,𝑡𝑐)

𝑖𝑛

+ 𝑄𝐶𝐼𝑡𝑐 

∀ 𝑡𝑐 

 

Cement produced< Maximum production capacity of cement + investment in new capacity 

∑(𝑄𝐶𝑃𝑖𝑛,𝑡𝑐) ≤

𝑡𝑐

∑(𝑐𝑐𝑒𝑖𝑛,𝑐𝑙 + 𝐼𝑁𝑉𝐶𝑖𝑛,𝑐𝑙)

𝑐𝑙

 

∀ 𝑖𝑛 

 

Clinker produced in integral plant < Maximum production capacity of clinker + investment in new capacity  

∑(𝑄𝐶𝐿𝑡𝑐𝑙,𝑐𝑙)

𝑐𝑙

≤ ∑(𝑐𝑐𝑙𝑡𝑐𝑙,𝑐𝑙 + 𝐼𝑁𝑉𝐶𝐿𝑡𝑐𝑙,𝑐𝑙)

𝑐𝑙

 

∀ 𝑡𝑐𝑙 

 

Energy (total calorific value) of the fuels used > Energy used in the production of clinker 

∑(𝑄𝐶𝐿𝑡𝑐𝑙,𝑐𝑙 ∗ 𝑐𝑡𝑐𝑙𝑡𝑐𝑙,𝑐𝑙)

𝑐𝑙

≥ ∑ (𝑄𝐶𝑂𝑀𝑓𝑐𝑙,𝑐𝑜𝑚𝑏)

𝑐𝑜𝑚𝑏

 

∀ 𝑡𝑐𝑙 

 

Consumption of raw materials (white and clinker) 

∑(𝑄𝐶𝐿𝑡𝑐𝑙,𝑐𝑙 ∗ 𝑐𝑡𝑐𝑙𝑡𝑐𝑙,𝑐𝑙)

𝑡𝑐𝑙

≤ ∑(𝑄𝑅𝑀𝑚𝑐𝑙,𝑐𝑙)

𝑚𝑐𝑙

 

∀ 𝑐𝑙 

 

Clinker consumption for cement (integral plants + mills) < Clinker produced + Clinker imported  

∑(𝑄𝐶𝑃𝑖𝑛,𝑡𝑐 ∗ 𝑟𝑚𝑘𝑐𝑙)

𝑐𝑙

≤ ∑ (𝑄𝐶𝐿𝑡𝑐𝑙,𝑐𝑙)

𝑡𝑐𝑙,𝑐𝑙

+ ∑(𝑄𝐶𝐿𝐼𝑐𝑙)

𝑐𝑙

 

∀ 𝑖𝑛 (grey and white cement) 
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65% of fuel has to be coke (to reflect the limitation of combustion processes) 

∑ (𝑄𝐶𝐿𝑡𝑐𝑙,𝑐𝑙 ∗ 𝑐𝑡𝑐𝑙𝑡𝑐𝑙,𝑐𝑙)

𝑡𝑐𝑙,𝑐𝑙

∗ 65% ≤ ∑ (𝑄𝐶𝑂𝑀𝑡𝑐𝑙,𝑐𝑜𝑘𝑒)

𝑡𝑐𝑙,𝑐𝑜𝑘𝑒
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4.4 Oil refining sector 

 

Satisfaction of demand 

∑(𝑃𝑅𝐶𝑅𝑑𝑟,𝑐𝑟 + 𝐼𝑀𝑃𝑑𝑟,𝑐𝑟)

𝑐𝑟

≥ 𝑑𝑒𝑚𝑟𝑑𝑟 

∀ 𝑑𝑟 

 

Maximum capacities 

Atmospheric distillation ≤ Max. capacity + investment in new capacity 

∑ 𝐼𝑁𝑃𝑈𝑇𝑝𝑟𝑐,𝑐𝑟

𝑐𝑟

≤ 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦𝑝𝑟𝑐 + ∑ 𝑀𝐼𝑁𝑉𝑝𝑟𝑐,𝑐𝑟

𝑐𝑟

 

∀ 𝑝𝑟𝑐 

 

Vacuum distillation ≤ Max. capacity + investment in new capacity 

∑ 𝐼𝑁𝑃𝑈𝑇𝑝𝑓𝑐𝑐,𝑐𝑟

𝑐𝑟

≤ 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦𝑝𝑓𝑐𝑐 + ∑ 𝑀𝐼𝑁𝑉𝑝𝑓𝑐𝑐,𝑐𝑟

𝑐𝑟

 

∀ 𝑝𝑓𝑐𝑐 

 

Mass balances in the refinery 

𝑀𝑂𝐷𝑈𝐿𝑚,𝑝𝑟𝑐,𝑐𝑟 = 𝐼𝑁𝑃𝑈𝑇𝑝𝑖𝑛,𝑐𝑟 ∗ 𝑓𝑎𝑐𝑐𝑟𝑐,𝑝𝑟𝑐,𝑐𝑟 

∀ 𝑚, 𝑝𝑟𝑐, 𝑐𝑟 

 

Products 

𝑃𝑅𝐶𝑅𝑝𝑓𝑟,𝑐𝑟 = ∑ 𝐸𝑁𝑇𝑅𝑃𝑅𝑖𝑛𝑝𝑟,𝑤𝑠,𝑐𝑟

𝑖𝑛𝑝𝑟

+ 𝑀𝑂𝐷𝑈𝐿𝑚,𝑝𝑐𝑟,𝑐𝑟  

∀ 𝑝𝑓𝑟, 𝑐𝑟 
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Flows 

∑(𝑀𝑂𝐷𝑈𝐿𝑚,𝑝𝑐𝑡𝑟,𝑐𝑟 ∗ 𝑚𝑒𝑧1𝑝𝑐𝑡𝑟,𝑚)

𝑚

= ∑ (𝐶𝑂𝑅𝑅𝐼𝑁𝑇𝐸𝑅𝑓𝑙𝑢𝑗,𝑐𝑟 ∗ 𝑚𝑒𝑧2𝑝𝑐𝑡𝑟,𝑓𝑙𝑢𝑗)

𝑓𝑙𝑢𝑗(𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙) 

+ ∑ (𝐸𝑁𝑇𝑅𝑃𝑅𝑖𝑛𝑝𝑟,𝑤𝑠,𝑐𝑟 ∗ 𝑚𝑒𝑧3𝑝𝑐𝑡𝑟,𝑐𝑟)

𝑖𝑛𝑝𝑟𝑜(𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙)

+ ∑ (𝐼𝑁𝑃𝑈𝑇𝑝𝑖𝑛,𝑐𝑟 ∗ 𝑚𝑒𝑧4𝑝𝑐𝑡𝑟,𝑝𝑖𝑛)

𝑝𝑖𝑛(𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙)

+ 𝑄𝐼𝑀ℎ𝑃𝑖𝑟,𝑐𝑟  

∀ 𝑝𝑟𝑡𝑐, 𝑐𝑟 

 

Other requirements 

 Supply to vacuum distillation < Atmospheric residue 

𝐼𝑁𝑃𝑈𝑇𝑚𝑟𝑎,𝑐𝑟 ≤ 𝑀𝑂𝐷𝑈𝐿𝑚𝑟𝑎,′𝑑𝑒𝑠𝑡𝑎𝑡𝑚′,𝑐𝑟 

∀ 𝑚𝑟𝑎, 𝑐𝑟 

 

Diesel sulfur ≤ Sulfur maximum allowed 

∑(𝑓𝑎𝑐𝑠𝑒,𝑒𝑥,𝑐𝑟  ∗  𝐸𝑁𝑇𝑅𝑃𝑅𝑒𝑥,𝑤𝑠,𝑐𝑟 + 𝑑ℎ𝑑𝑠𝑒𝑥,𝑠𝑒,𝑐𝑟 ∗ 𝐸𝑁𝑇𝑅𝑃𝑅𝑒𝑥,𝑠𝑠,𝑐𝑟) + 𝑑ℎ𝑑𝑠3𝑒𝑥,𝑠𝑒,𝑐𝑟 ∗ 𝑀𝑂𝐷𝑈𝐿ℎ𝑒𝑑,2𝑒𝑥,𝑐𝑟

𝑒𝑥

≤ 𝑠𝑝𝑓𝑑𝑖,𝑠𝑒 ∗ (∑(𝐸𝑁𝑇𝑅𝑃𝑅𝑒𝑥,𝑤𝑠,𝑐𝑟 + 𝐸𝑁𝑇𝑅𝑃𝑅𝑒𝑥,𝑠𝑠,𝑐𝑟)

𝑒𝑥

+ 𝑀𝑂𝐷𝑈𝐿ℎ𝑒𝑑,2𝑒𝑥,𝑐𝑟) 

∀ 𝑐𝑟 

 

Density of diesel produced ≤ Maximum density of diesel 

∑( 𝐸𝑁𝑇𝑅𝑃𝑅𝑒𝑥,𝑤𝑠,𝑐𝑟 +  𝐸𝑁𝑇𝑅𝑃𝑅𝑒𝑥,𝑠𝑠,𝑐𝑟) + 𝑀𝑂𝐷𝑈𝐿ℎ𝑒𝑑,2𝑒𝑥,𝑐𝑟

𝑒𝑥

≤ 𝑠𝑝𝑓𝑑𝑖,𝑑𝑒 ∗ ∑ (
𝐸𝑁𝑇𝑅𝑃𝑅𝑒𝑥,𝑤𝑠,𝑐𝑟

𝑓𝑎𝑐𝑑𝑒,𝑒𝑥,𝑐𝑟
+

𝐸𝑁𝑇𝑅𝑃𝑅𝑒𝑥,𝑠𝑠,𝑐𝑟

𝑑ℎ𝑑𝑠𝑒𝑥,𝑑𝑒,𝑐𝑟
)

𝑒𝑥

+ (
𝑀𝑂𝐷𝑈𝐿ℎ𝑒𝑑,2𝑒𝑥,𝑐𝑟

𝑑ℎ𝑑𝑠3𝑒𝑥,𝑑𝑒,𝑐𝑟
) 

∀ 𝑐𝑟 

 

Minimum cetane in diesel set ≤ Cetane diesel 

𝑠𝑝𝑓𝑑𝑖,𝑐𝑒 ∗ ∑ ( 
𝐸𝑁𝑇𝑅𝑃𝑅𝑒𝑥,𝑤𝑠,𝑐𝑟

𝑓𝑎𝑐𝑑𝑒,𝑒𝑥,𝑐𝑟
+ 

𝐸𝑁𝑇𝑅𝑃𝑅𝑆𝑒𝑥,𝑠𝑠,𝑐𝑟

𝑑ℎ𝑑𝑠𝑒𝑥,𝑑𝑒,𝑐𝑟
) + (

𝑀𝑂𝐷𝑈𝐿ℎ𝑒𝑑,2𝑒𝑥,𝑐𝑟

𝑑ℎ𝑑𝑠3𝑒𝑥,𝑑𝑒,𝑐𝑟
)

𝑒𝑥

≤ ∑ (
𝐸𝑁𝑇𝑅𝑃𝑅𝑒𝑥,𝑤𝑠,𝑐𝑟

𝑓𝑎𝑐𝑑𝑒,𝑒𝑥,𝑐𝑟
∗ 𝑓𝑎𝑐𝑐𝑒,𝑒𝑥,𝑐𝑟 +

𝐸𝑁𝑇𝑅𝑃𝑅𝑒𝑥,𝑠𝑠,𝑐𝑟

𝑑ℎ𝑑𝑠𝑒𝑥,𝑑𝑒,𝑐𝑟
∗ 𝑑ℎ𝑑𝑠𝑒𝑥,𝑐𝑒,𝑐𝑟)

𝑒𝑥

+ (
𝑀𝑂𝐷𝑈𝐿ℎ𝑒𝑑,2𝑒𝑥,𝑐𝑟

𝑑ℎ𝑑𝑠3𝑒𝑥,𝑑𝑒,𝑐𝑟
∗ 𝑑ℎ𝑑𝑠𝑒𝑥,𝑐𝑒,𝑐𝑟) 

∀ 𝑐𝑟, ℎ𝑒𝑑, 2𝑒𝑥, 3𝑒𝑥, 𝑑𝑒, 𝑐𝑒 
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Sulfur in jet fuel ≤ Maximum allowed 

𝑃𝑅𝐶𝑅𝑝𝑓𝑟,𝑐𝑟 = 𝐸𝑁𝑇𝑅𝑃𝑅𝑖𝑗𝑓,𝑤𝑠,𝑐𝑟 ∗ 𝑓𝑎𝑐𝑠𝑒,1𝑒𝑥,𝑐𝑟 + 𝐸𝑁𝑇𝑅𝑃𝑅𝑖𝑗𝑓2,𝑤𝑠,𝑐𝑟 ∗ 𝑑ℎ𝑑𝑠1𝑒𝑥,𝑠𝑒,𝑐𝑟

≤ 𝑠𝑝𝑓𝑗𝑓,𝑠𝑒 ∗ (𝐸𝑁𝑇𝑅𝑃𝑅𝑖𝑗𝑓,𝑤𝑠,𝑐𝑟 + 𝐸𝑁𝑇𝑅𝑃𝑅𝑖𝑗𝑓2,𝑤𝑠,𝑐𝑟) 

∀ 𝑐𝑟 

 

Jet fuel density ≤ Maximum density allowed 

(𝐸𝑁𝑇𝑅𝑃𝑅𝑖𝑗𝑓,𝑤𝑠,𝑐𝑟 + 𝐸𝑁𝑇𝑅𝑃𝑅𝑖𝑗𝑓2,𝑤𝑠,𝑐𝑟) ≤ 𝑠𝑝𝑓𝑗𝑓,𝑑𝑒 ∗ (
𝐸𝑁𝑇𝑅𝑃𝑅𝑖𝑗𝑓,𝑤𝑠,𝑐𝑟

𝑓𝑎𝑐𝑑𝑒,1𝑒𝑥,𝑐𝑟
+

𝐸𝑁𝑇𝑅𝑃𝑅𝑖𝑗𝑓2,𝑤𝑠,𝑐𝑟

𝑑ℎ𝑑𝑠1𝑒𝑥,𝑑𝑒,𝑐𝑟
) 

∀ 𝑐𝑟 

 

Established octane gasoline ≤ Octane gasoline 

𝑠𝑝𝑓𝑔𝑎,𝑑𝑒 ∗ (
𝐸𝑁𝑇𝑅𝑃𝑅𝑔𝑏,𝑤𝑠,𝑐𝑟

𝑓𝑎𝑐𝑑𝑒,𝑏𝑢,𝑐𝑟
+

𝐸𝑁𝑇𝑅𝑃𝑅𝑔𝑛𝑙,𝑤𝑠,𝑐𝑟

𝑓𝑎𝑐𝑑𝑒,𝑙𝑛,𝑐𝑟
+

𝑀𝑂𝐷𝑈𝐿𝑚𝑟𝑒,𝑟𝑓𝑛,𝑐𝑟

𝑑𝑟𝑒𝑓𝑑𝑒,𝑐𝑟
)

≤
𝐸𝑁𝑇𝑅𝑃𝑅𝑔𝑏,𝑤𝑠,𝑐𝑟

𝑓𝑎𝑐𝑑𝑒,𝑏𝑢,𝑐𝑟
∗ 𝑓𝑎𝑐𝑟𝑜,𝑏𝑢,𝑐𝑟 +

𝐸𝑁𝑇𝑅𝑃𝑅𝑔𝑛𝑙,𝑤𝑠,𝑐𝑟

𝑓𝑎𝑐𝑑𝑒,𝑙𝑛,𝑐𝑟
∗ 𝑓𝑎𝑐𝑟𝑜,𝑙𝑛,𝑐𝑟 +

𝑀𝑂𝐷𝑈𝐿𝑚𝑟𝑒,𝑟𝑓𝑛,𝑐𝑟

𝑑𝑟𝑒𝑓𝑑𝑒,𝑐𝑟

∗ 𝑑𝑟𝑒𝑓𝑟𝑜,𝑐𝑟  

∀ 𝑐𝑟 

 

Gasoline sulfur < Maximum allowed 

𝐸𝑁𝑇𝑅𝑃𝑅𝑔𝑏,𝑤𝑠,𝑐𝑟 ∗ 𝑓𝑎𝑐𝑠𝑒,𝑏𝑢,𝑐𝑟 + 𝐸𝑁𝑇𝑅𝑃𝑅𝑔𝑛𝑙,𝑤𝑠,𝑐𝑟 ∗ 𝑓𝑎𝑐𝑠𝑒,𝑙𝑛,𝑐𝑟 + 𝑀𝑂𝐷𝑈𝐿𝑚𝑟𝑒,𝑟𝑓𝑛,𝑐𝑟 ∗ 𝑑𝑟𝑒𝑓𝑠𝑒,𝑐𝑟

≤ 𝑠𝑝𝑓𝑔𝑎,𝑠𝑒 ∗ (𝐸𝑁𝑇𝑅𝑃𝑅𝑔𝑏,𝑤𝑠,𝑐𝑟 + 𝐸𝑁𝑇𝑅𝑃𝑅𝑔𝑛𝑙,𝑤𝑠,𝑐𝑟) 

∀ 𝑐𝑟 

 

Gasoline density <Maximum allowed 

𝐸𝑁𝑇𝑅𝑃𝑅𝑔𝑏,𝑤𝑠,𝑐𝑟 + 𝐸𝑁𝑇𝑅𝑃𝑅𝑔𝑛𝑙,𝑤𝑠,𝑐𝑟 + 𝑀𝑂𝐷𝑈𝐿𝑚𝑟𝑒,𝑟𝑓𝑛,𝑐𝑟

≤ 𝑠𝑝𝑓𝑔𝑎,𝑑𝑒 ∗ (
𝐸𝑁𝑇𝑅𝑃𝑅𝑔𝑏,𝑤𝑠,𝑐𝑟

𝑓𝑎𝑐𝑑𝑒,𝑏𝑢,𝑐𝑟
+

𝐸𝑁𝑇𝑅𝑃𝑅𝑔𝑛𝑙,𝑤𝑠,𝑐𝑟

𝑓𝑎𝑐𝑑𝑒,𝑙𝑛,𝑐𝑟
+

𝑀𝑂𝐷𝑈𝐿𝑚𝑟𝑒,𝑟𝑓𝑛,𝑐𝑟

𝑑𝑟𝑒𝑓𝑑𝑒,𝑐𝑟
) 

∀ 𝑐𝑟 

 

Energy Consumption 

∑ 𝑡𝑐𝑟𝑝𝑖𝑛,𝑐𝑟 ∗ 𝐼𝑁𝑃𝑈𝑇𝑝𝑖𝑛,𝑐𝑟

𝑝𝑖𝑛,𝑐𝑟

≤ ∑ (𝑝𝑐𝑜𝑚𝑏𝑎𝑢𝑟,𝑐𝑟 ∗ 𝐼𝐶𝑂𝑅𝑎𝑢𝑟,𝑐𝑟)

𝑎𝑢𝑟,𝑐𝑟

+ (𝑝𝑐𝑜𝑚𝑏𝑛𝑔,𝑐𝑟 ∗ 𝐸𝐶𝑂𝑅𝑛𝑔,𝑐𝑟) 
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4.5 Tiles 

 

Demand (red paste tiles, white paste tiles, red stoneware, porcelain and white stoneware tiles, and extruded 

tiles) ≥ Produced + imported 

𝑑𝑡𝑖𝑡𝑡 ≤ ∑(𝑄𝑇𝑃𝑘𝑖,𝑡𝑡)

𝑘𝑖

+ 𝑄𝑇𝐼𝑡𝑡 

∀ 𝑡𝑡 

 

Amount of fuel consumed * energy factor ≥ Fuel energy consumption of each installation (direct and 

cogeneration) 

∑ (𝑄𝐶𝑂𝑇𝑐𝑜𝑚𝑏,𝑐𝑜𝑔𝑛 ∗ 𝑓𝑐𝑜𝑐𝑜𝑚𝑏)

𝑐𝑜𝑚𝑏,𝑐𝑜𝑔𝑛

≥ ∑ (𝑄𝐸𝐼𝑁𝑖𝑛𝑡,𝑡𝑡)

𝑖𝑛𝑡,𝑡𝑡

+ ∑ (𝑄𝐶𝑂𝑇𝑐𝑜𝑚𝑏,𝑐𝑜𝑔𝑛 ∗ 𝑓𝑐𝑜𝑐𝑜𝑓𝑐)

𝑐𝑜𝑓𝑐,𝑐𝑜𝑔𝑛

∗ 6% 

 

Fuel to cogeneration 

∑ (𝑄𝐶𝑂𝑇𝑐𝑜𝑚𝑏,𝑐𝑜𝑔𝑦 ∗ 𝑓𝑐𝑜𝑐𝑜𝑚𝑏)

𝑐𝑜𝑚𝑏

≥ ∑ (𝑄𝐶𝐺𝑇𝑖𝑛𝑡,𝑡𝑐𝑜𝑔,𝑡𝑡)

𝑖𝑛𝑡,𝑡𝑐𝑜𝑔,𝑡𝑡

 

 

Current energy mix and investment in fuel switching 

∑(𝑄𝐶𝑂𝑇𝑐𝑜𝑚𝑏,𝑐𝑜𝑔 ∗ 𝑓𝑐𝑜𝑐𝑜𝑚𝑏)

𝑐𝑜𝑔

≤ ∑ (𝑄𝐶𝑂𝑇𝑐𝑜𝑚𝑏,𝑐𝑜𝑔 ∗ 𝑓𝑐𝑜𝑐𝑜𝑚𝑏)

𝑐𝑜𝑚𝑏,𝑐𝑜𝑔

∗ 𝑐𝑝𝑐𝑜𝑡𝑐𝑜𝑚𝑏 + 𝐼𝐶𝑂𝑇𝑐𝑜𝑚𝑏 ∗ 𝑓𝑐𝑜𝑐𝑜𝑚𝑏 

∀ 𝑐𝑜𝑚𝑏 

 

Energy consumption of each installation (direct and through cogeneration) ≥ Energy of each installation 

(depending on the amount of product) 

𝑄𝐸𝐼𝑁𝑖𝑛𝑡,𝑡𝑡 ∗ 𝑛𝑠𝑠[ 𝑖𝑓 𝑝𝑘𝑡(𝑖𝑛𝑡)] + ∑ (𝑄𝐶𝐺𝑇𝑖𝑛𝑡,𝑡𝑐𝑜𝑔,𝑡𝑡)

𝑖𝑛𝑡,𝑡𝑐𝑜𝑔,𝑡𝑡

∗ 𝑐𝑔𝑐𝑝𝑒𝑟,𝑡𝑐𝑜𝑔 [𝑖𝑓 𝑖𝑐𝑔(𝑖𝑛𝑡)]

=  (𝑄𝑇𝑃𝑖𝑛𝑡,𝑡𝑡 − 𝑄𝐼𝐾𝑇𝑖𝑛𝑡,𝑡𝑡[𝑖𝑓 𝑘𝑖(𝑖𝑛𝑡)] + 𝑄𝐵𝑇𝑖𝑛𝑡,𝑡𝑡 ∗ 𝑒𝑏𝑡𝑖𝑛𝑡) ∗ 𝑒𝑐𝑡𝑠𝑖𝑛𝑡,𝑡𝑡

+ (𝑄𝐼𝐾𝑇𝑖𝑛𝑡,𝑡𝑡 ∗ 𝑒𝑐𝑡𝑖𝑖𝑛𝑡,𝑡𝑡 + 𝑄𝐵𝐼𝑇𝑖𝑛𝑡,𝑡𝑡 ∗ 𝑒𝑏𝑡𝑖𝑛𝑡)[𝑖𝑓 𝑘𝑖(𝑖𝑛𝑡)] 

 

- Saving heat recovery 

− ∑(𝑄𝑇𝑃𝑖𝑟𝑡,𝑡𝑡 ∗ 𝑟𝑘𝑑𝑡𝑖𝑟𝑡)

𝑖𝑟𝑡

[𝑖𝑓 𝑖𝑟𝑡(𝑖𝑛𝑡)] 
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- Savings pre-kiln 

− ∑ (𝑄𝐶𝐺𝑇𝑝𝑘𝑡,𝑡𝑐𝑜𝑔,𝑡𝑡 ∗ 𝑐𝑔𝑐𝑝𝑒𝑟,𝑡𝑐𝑜𝑔 ∗ 𝑡𝑝𝑝𝑘)

𝑡𝑐𝑜𝑔

[𝑖𝑓 𝑘𝑡𝑖(𝑖𝑛𝑡)] 

 

- Energy savings by using wollastonite  

− 𝑄𝑊𝑂𝑡𝑡 ∗ 𝑠𝑎𝑣𝑤[𝑖𝑓 𝑘𝑡𝑖(𝑖𝑛𝑡)] 

 

- Other savings measures 

− ∑(𝑄𝑇𝑃𝑆𝑠𝑚𝑘,𝑖𝑛𝑡,𝑡𝑡 ∗ 𝑐𝑠𝑡𝑠𝑚𝑘,𝑡𝑠𝑡)[𝑖𝑓 𝑘𝑖(𝑖𝑛𝑡)]

𝑠𝑚𝑘

 

−(𝑄𝑇𝑃𝑆𝐴𝑡𝑡 ∗ 𝑐𝑠𝑡𝑠𝑚𝑡3,𝑡𝑠𝑡 ∗ 𝑒𝑐𝑡𝑠𝑖𝑛𝑡,𝑡𝑡)[𝑖𝑓 𝑖𝑎𝑡(𝑖𝑛𝑡)] 

 

+ Extra requirements for double firing 

+(𝑄𝑇𝑃𝑖𝑛𝑡,𝑡𝑡 − 𝑄𝐼𝐾𝑇𝑖𝑛𝑡,𝑡𝑡) ∗ 𝑒𝑐𝑡𝑠𝑖𝑛𝑡,𝑡𝑡 + (𝑄𝐼𝐾𝑇𝑖𝑛𝑡,𝑡𝑡 ∗ 𝑒𝑐𝑡𝑖𝑖𝑛𝑡,𝑡𝑡) ∗ 𝑒𝑏𝑡𝑖𝑛𝑡 ∗ 𝑐𝑜𝑡𝑑𝑓[𝑖𝑓 𝑑𝑓𝑡𝑡(𝑡𝑡)] 
∀ 𝑖𝑛𝑡, 𝑡𝑡 

 

Production ≤ New capacity + installed capacity 

Kilns 

∑(𝑄𝑇𝑃𝑖𝑛𝑡,𝑡𝑡)

𝑡𝑡

≤ 𝐼𝑁𝑉𝑇𝑖𝑛𝑡 + 𝑐𝑡𝑖𝑖𝑛𝑡 

∀ 𝑖𝑛𝑠𝑡 

 

Pre-kilns 

∑(𝑄𝑇𝑃𝑝𝑘𝑡,𝑡𝑡)

𝑝𝑘𝑡

≤ ∑(𝑄𝑇𝑃𝑘𝑡𝑖,𝑡𝑡)

𝑘𝑡𝑖

 

∀ 𝑡𝑡 

 

Max useful energy to pre-kiln from cogeneration 

∑(𝑄𝑇𝑃𝑝𝑘𝑡,𝑡𝑡)

𝑝𝑘𝑡

≥ ∑ (𝑄𝐶𝐺𝑇𝑝𝑘𝑡,𝑡𝑐𝑜𝑔,𝑡𝑡)

𝑝𝑘𝑡,𝑡𝑐𝑜𝑔,𝑡𝑡

∗ 𝑐𝑔𝑐𝑡𝑒𝑝,𝑡𝑐𝑜𝑔 ∗ 𝑡𝑝𝑝𝑘/0,4 

∀ 𝑡𝑡 
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Amount of wollastonite ≤ Maximum amount of wollastonite available 

∑  𝑄𝑊𝑂𝑡𝑡𝑤

𝑡𝑡𝑤

≤  𝑚𝑥𝑤 

 

Maximum wollastonite per product 

𝑄𝑊𝑂𝑡𝑡𝑤

𝑐𝑎𝑟𝑏𝑡𝑡𝑡𝑤
≤ ∑(𝑄𝑇𝑃𝑘𝑖,𝑡𝑡𝑤)

𝑘𝑖

 

∀ 𝑡𝑡𝑤 

 

Raw materials needed: 

𝑄𝑅𝑀𝑇𝑤𝑜 = ∑  𝑄𝑊𝑂𝑡𝑡𝑤

𝑡𝑡𝑤

 

 

𝑄𝑅𝑀𝑇𝑡𝑡 = ∑(𝑄𝑇𝑃𝑘𝑖,𝑡𝑡)

𝑘𝑖

− 𝑄𝑊𝑂𝑡𝑡[𝑖𝑓 𝑡𝑡𝑡𝑤(𝑡𝑡)] 

∀ 𝑡𝑡 

𝑄𝑅𝑀𝑇𝑡𝑓𝑔 = ∑ (∑(𝑄𝑇𝑃𝑘𝑖,𝑡𝑤𝑒)

𝑘𝑖

/𝑠𝑤𝑡𝑡𝑤𝑒)

𝑡𝑤𝑒

 

 

Energy of atomizer and dryer 

(𝑄𝐸𝐼𝑁𝑖𝑡𝑎𝑑,𝑡𝑡 ∗ 𝑛𝑠𝑠 + ∑ (𝑄𝐶𝐺𝑇𝑖𝑡𝑎𝑑,𝑡𝑐𝑜𝑔,𝑡𝑡 ∗ 𝑐𝑔𝑐𝑝𝑒𝑟,𝑡𝑐𝑜𝑔)

𝑡𝑐𝑜𝑔

 ) ∗ 𝑏𝑢𝑡𝑖𝑡𝑎𝑑 ≤ 𝑄𝐸𝐼𝑁𝑖𝑡𝑎𝑑,𝑡𝑡 ∗ 𝑛𝑠𝑠  

∀ 𝑖𝑡𝑎𝑑, 𝑡𝑡 

 

Electricity consumption 

Total power consumption ≥ Processed product in each installation * power consumption of each 

facility 

∑ 𝑄𝐶𝑂𝑇𝑒𝑙𝑒,𝑐𝑜𝑔𝑦

𝑐𝑜𝑔𝑦

≥ ∑ ∑(𝑄𝑇𝑃𝑖𝑡𝑒,𝑡𝑡 ∗ 𝑝𝑐𝑡𝑖𝑡𝑒,𝑡𝑡)

𝑡𝑡𝑖𝑡𝑒

+ ∑ (𝑄𝑇𝑃𝑆𝑠𝑚𝑘,𝑘𝑖,𝑡𝑡 ∗ 𝑐𝑠𝑡𝑠𝑚𝑘,𝑒𝑐𝑖)

𝑠𝑚𝑘,𝑘𝑖

+ ∑(𝑄𝑇𝑃𝑆𝐴𝑡𝑡 ∗ 𝑐𝑠𝑡𝑠𝑚𝑡3,𝑒𝑐𝑖)

𝑡𝑡

+ ∑ (𝑄𝑇𝑃𝑖𝑟𝑡,𝑡𝑡 ∗ 𝑟𝑘𝑑𝑡𝑖𝑟𝑡) ∗ 𝑡𝑟𝑡𝑘𝑑

𝑖𝑟𝑡,𝑡𝑡

 

 

Self-consumption electricity < Power consumption  

𝐸𝑇𝐶𝐺𝑒𝑖𝑛 ≤ ∑ 𝑄𝐶𝑂𝑇𝑒𝑙𝑒,𝑐𝑜𝑔𝑦

𝑐𝑜𝑔𝑦
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Electricity from cogeneration > Sold electricity + self-consumption electricity 

∑ ∑ (𝑄𝐶𝐺𝑇𝑖𝑐𝑔,𝑡𝑤𝑒 ∗ 𝑐𝑔𝑐𝑒𝑒𝑝,𝑡𝑐𝑜𝑔)

𝑖𝑐𝑔,𝑡𝑤𝑒𝑡𝑐𝑜𝑔

≥ ∑ 𝐸𝑇𝐶𝐺𝑒𝑙𝑒𝑐

𝑒𝑙𝑒𝑐

 

 

Amount of product in each process 

𝑄𝑇𝑃𝑖𝑤𝑘,𝑡𝑡 ≥ ∑ 𝑄𝑇𝑃𝑘𝑖,𝑡𝑡

𝑘𝑖

 

∀ 𝑖𝑤𝑘, 𝑡𝑡 

 

Amount of production with heat recovery Kiln 

𝑄𝑇𝑃𝑖𝑟𝑡,𝑡𝑡 ≤ 𝑄𝑇𝑃𝑘𝑖,𝑡𝑡 

∀ 𝑡𝑡, 𝑖𝑟𝑡, 𝑘𝑖 [𝑖𝑓 𝑐𝑘𝑠(𝑖𝑟𝑡, 𝑘𝑖)] 

 

Amount of product in atomizer 

𝑄𝑇𝑃𝑖𝑎𝑡,𝑡𝑤𝑒 ≥ ∑ 𝑄𝑇𝑃𝑘𝑖,𝑡𝑤𝑒

𝑘𝑖

 

∀ 𝑡𝑤𝑒 

 

Energy consumption in cogeneration < Current capacity + investment in new capacity of cogeneration 

∑ 𝑄𝐶𝐺𝑇𝑖𝑐𝑔,𝑡𝑐𝑜𝑔,𝑡𝑡

𝑖𝑐𝑔,𝑡𝑡

≤ 𝑐𝑝𝑐𝑔𝑡𝑡𝑐𝑜𝑔 + 𝐼𝑁𝐶𝐺𝑡𝑐𝑜𝑔  

∀ 𝑡𝑐𝑜𝑔 

 

Investment in new capacity of furnace insulation 

Maximum capacity 

∑ 𝑄𝐼𝐾𝑇𝑘𝑖,𝑡𝑡

𝑡𝑡

≤ 𝑐𝑐𝑖𝑘𝑡𝑘𝑖 + 𝐼𝐼𝐾𝑇𝑘𝑖 

∀ 𝑘𝑖 

 

Production 

𝑄𝐼𝐾𝑇𝑘𝑖,𝑡𝑡 ≤ 𝑄𝐵𝑇𝑡𝑡 

∀ 𝑡𝑡, 𝑘𝑖 
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Biogas in cogeneration 

∑ (𝑄𝐶𝑂𝑇𝑏𝑖𝑜,𝑐𝑜𝑔𝑦 ∗ 𝑓𝑐𝑜𝑏𝑖𝑜)

𝑏𝑖𝑜,𝑐𝑜𝑔𝑦

≤ ∑ (𝑄𝐶𝑂𝑇𝑐𝑜𝑚𝑔,𝑐𝑜𝑔𝑦 ∗ 𝑓𝑐𝑜𝑐𝑜𝑚𝑔)

𝑐𝑜𝑚𝑔,𝑐𝑜𝑔𝑦

∗ 𝑚𝑎𝑥𝑏𝑔 

 

Maximum availability of biogas 

∑ (𝑄𝐶𝑂𝑇𝑏𝑖𝑜,𝑐𝑜𝑔𝑦 ∗ 𝑓𝑐𝑜𝑏𝑖𝑜)

𝑏𝑖𝑜,𝑐𝑜𝑔𝑦

≤ ∑ (𝑄𝐶𝑂𝑇𝑐𝑜𝑚𝑏,𝑐𝑜𝑔𝑦 ∗ 𝑓𝑐𝑜𝑐𝑜𝑚𝑏)

𝑐𝑜𝑚𝑏,𝑐𝑜𝑔𝑦

∗ 𝑐𝑎𝑝𝑏𝑔 

 

 

  



33 
 

4.6 Bricks 

 

Demand (bricks wall, face bricks, roof tiles, others) ≥ Produced + imported 

𝑑𝑏𝑖𝑡𝑏 ≤ ∑(𝑄𝐵𝑃𝑘𝑏,𝑡𝑏)

𝑘𝑏

+ 𝑄𝐵𝐼𝑡𝑏 

∀ 𝑡𝑏 

 

Amount of fuel consumed * energy factor ≥ Fuel energy consumption of each installation (direct and 

cogeneration) 

∑ (𝑄𝐶𝑂𝐵𝑐𝑜𝑚𝑏,𝑐𝑜𝑔𝑛 ∗ 𝑓𝑐𝑜𝑐𝑜𝑚𝑏)

𝑐𝑜𝑚𝑏,𝑐𝑜𝑔𝑛

≥ ∑ (𝑄𝐸𝐵𝑖𝑛𝑏,𝑡𝑏)

𝑖𝑛𝑏,𝑡𝑏

+ ∑ (𝑄𝐶𝑂𝐵𝑐𝑜𝑚𝑏,𝑐𝑜𝑔𝑛 ∗ 𝑓𝑐𝑜𝑐𝑜𝑓𝑐)

𝑐𝑜𝑓𝑐,𝑐𝑜𝑔𝑛

∗ 6% 

 

Fuel to cogeneration 

∑ (𝑄𝐶𝑂𝐵𝑐𝑜𝑚𝑏,𝑐𝑜𝑔𝑦 ∗ 𝑓𝑐𝑜𝑐𝑜𝑚𝑏)

𝑐𝑜𝑚𝑏

≥ ∑ (𝑄𝐶𝐺𝐵𝑖𝑛𝑏,𝑡𝑐𝑜𝑔,𝑡𝑏)

𝑖𝑛𝑏,𝑡𝑐𝑜𝑔,𝑡𝑏

 

 

Current energy mix and investment in fuel switching 

∑(𝑄𝐶𝑂𝐵𝑐𝑜𝑚𝑏,𝑐𝑜𝑔 ∗ 𝑓𝑐𝑜𝑐𝑜𝑚𝑏)

𝑐𝑜𝑔

≤ ∑ (𝑄𝐶𝑂𝐵𝑐𝑜𝑚𝑏,𝑐𝑜𝑔 ∗ 𝑓𝑐𝑜𝑐𝑜𝑚𝑏)

𝑐𝑜𝑚𝑏,𝑐𝑜𝑔

∗ 𝑐𝑝𝑐𝑜𝑏𝑐𝑜𝑚𝑏 + 𝐼𝐶𝑂𝐵𝑐𝑜𝑚𝑏 ∗ 𝑓𝑐𝑜𝑐𝑜𝑚𝑏 

∀ 𝑐𝑜𝑚𝑏 

 

Energy consumption of each installation (direct and through cogeneration) ≥ Energy of each installation 

(depending on the amount of product) 

∑ 𝑄𝐸𝐵𝑘𝑏,𝑡𝑏

𝑘𝑏

=  ∑ ((𝑄𝐵𝑃𝑘𝑏,𝑡𝑏 − 𝑄𝐼𝐾𝐵𝑘𝑏,𝑡𝑏) ∗ 𝑒𝑐𝑏𝑘𝑏,𝑡𝑏 + 𝑄𝐼𝐾𝐵𝑘𝑏,𝑡𝑏 ∗ 𝑒𝑐𝑏𝑖𝑖𝑛𝑏,𝑡𝑏)

𝑘𝑏

   

+ (𝑄𝐼𝐾𝐵𝑖𝑛𝑏,𝑡𝑏 ∗ 𝑒𝑐𝑏𝑖𝑖𝑛𝑏,𝑡𝑏 + 𝑄𝐵𝐼𝐵𝑖𝑛𝑏,𝑡𝑏 ∗ 𝑒𝑏𝑏𝑖𝑛𝑏) 

 

- Savings in pre-kiln 

− ∑ (𝑄𝐶𝐺𝐵𝑝𝑘𝑏,𝑡𝑐𝑜𝑔,𝑡𝑏 ∗ 𝑐𝑔𝑐𝑝𝑒𝑟,𝑡𝑐𝑜𝑔 ∗ 𝑡𝑝𝑏𝑘)

𝑡𝑐𝑜𝑔

 

 

- Other savings measures.  

− ∑(𝑄𝐵𝑃𝑆𝑠𝑚𝑏,𝑡𝑏 ∗ 𝑐𝑠𝑏𝑠𝑚𝑏,𝑡𝑠𝑡)

𝑠𝑚𝑏
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- Savings by using paper waste and marc. 

− ∑(𝑄𝑃𝑊𝑎𝑟,𝑡𝑏) ∗

𝑎𝑟

𝑐𝑣𝑝𝑤 

− ∑(𝑄𝑃𝑀𝐴𝑎𝑟,𝑡𝑏) ∗

𝑎𝑟

𝑐𝑣𝑚𝑎 

∀ 𝑡𝑏 

 

Energy consumption of dryers 

∑(𝑄𝐸𝐵𝑑𝑟𝑏,𝑡𝑏 ∗ 𝑛𝑠𝑠)

𝑑𝑟𝑏

+ ∑ (𝑄𝐶𝐺𝐵𝑑𝑟𝑏,𝑡𝑐𝑜𝑔,𝑡𝑏 ∗ 𝑐𝑔𝑐𝑝𝑒𝑟,𝑡𝑐𝑜𝑔)

𝑑𝑟𝑏,𝑡𝑐𝑜𝑔

 

≥ ∑(𝑄𝐵𝑃𝑑𝑟𝑏,𝑡𝑏 ∗ 𝑒𝑐𝑏𝑑𝑟𝑏,𝑡𝑏)

𝑑𝑟𝑏

− ∑(𝑄𝐵𝑃𝑖𝑟𝑏,𝑡𝑏 ∗ 𝑟𝑘𝑑𝑡𝑖𝑟𝑏)

𝑖𝑟𝑏

 

∀ 𝑡𝑏 

 

Production ≤ New capacity + installed capacity 

Kilns 

∑ 𝑄𝐵𝑃𝑖𝑛𝑏,𝑡𝑏

𝑡𝑏

≤ 𝐼𝑁𝑉𝐵𝑖𝑛𝑏 + 𝑐𝑏𝑖𝑖𝑛𝑏 

∀ 𝑖𝑛𝑏 

Pre-kilns 

∑(𝑄𝐵𝑃𝑝𝑘𝑏,𝑡𝑏)

𝑝𝑘𝑏

≤ ∑(𝑄𝐵𝑃𝑘𝑏𝑖,𝑡𝑏)

𝑘𝑏𝑖

 

∀ 𝑡𝑏 

 

Max useful energy to pre-kiln from cogeneration 

∑(𝑄𝐵𝑃𝑝𝑘𝑏,𝑡𝑏)

𝑝𝑘𝑏

≥ ∑ (𝑄𝐶𝐺𝐵𝑝𝑘𝑏,𝑡𝑐𝑜𝑔,𝑡𝑏)

𝑝𝑘𝑏,𝑡𝑐𝑜𝑔

∗ 𝑐𝑔𝑐𝑡𝑒𝑝,𝑡𝑐𝑜𝑔 ∗ 𝑡𝑝𝑝𝑘/0,4 

∀ 𝑡𝑏 

 

Amount of production with heat recovery Kiln 

𝑄𝐵𝑃𝑖𝑟𝑏,𝑡𝑏 ≤ 𝑄𝐵𝑃𝑘𝑏,𝑡𝑏 

∀ 𝑡𝑏, 𝑖𝑟𝑏, 𝑘𝑏 [𝑖𝑓 𝑐𝑘𝑠𝑏(𝑖𝑟𝑏, 𝑘𝑏)] 
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Raw materials needed 

𝑄𝑅𝑀𝐵𝑐𝑙𝑎,𝑎𝑟 = ∑  𝑄𝐶𝐿𝑐𝑎𝑏𝑏,𝑎𝑟

𝑐𝑎𝑏𝑏

 

∀ 𝑎𝑟 

 

∑ 𝑄𝑅𝑀𝐵𝑏𝑟𝑚,𝑎𝑟3

𝑏𝑟𝑚

≤ 0 

𝑄𝑅𝑀𝐵𝑤𝑝,𝑎𝑟 = ∑  𝑄𝑊𝑃𝑎𝑟,𝑡𝑏

𝑡𝑏

 

∀ 𝑎𝑟 

 

𝑄𝑅𝑀𝐵𝑚𝑎𝑏,𝑎𝑟 = ∑  𝑄𝑀𝐴𝑎𝑟,𝑡𝑏

𝑡𝑏

 

∀ 𝑎𝑟 

 

Total of raw material > Production 

∑ (𝑄𝐵𝑃𝑘𝑏,𝑡𝑏)

𝑘𝑏,𝑡𝑏

− ∑ (𝑄𝑅𝑀𝐵𝑟𝑚𝑝𝑚,𝑎𝑟)

𝑟𝑚𝑝𝑚,𝑎𝑟

≤ ∑ 𝑄𝑅𝑀𝐵𝑐𝑙𝑎,𝑎𝑟

𝑎𝑟

 

 

Minimum contribution of dryer burners 

(∑(𝑄𝐸𝐵𝑑𝑟𝑏,𝑡𝑏) ∗ 𝑛𝑠𝑠

𝑑𝑟𝑏

+ ∑ (𝑄𝐶𝐺𝐵𝑑𝑟𝑏,𝑡𝑐𝑜𝑔,𝑡𝑏 ∗ 𝑐𝑔𝑐𝑡𝑝,𝑡𝑐𝑜𝑔)

𝑑𝑟𝑏,𝑡𝑐𝑜𝑔

) ∗ 𝑏𝑢𝑏 ≤ ∑(𝑄𝐸𝐵𝑑𝑟𝑏,𝑡𝑏) ∗ 𝑛𝑠𝑠

𝑑𝑟𝑏

 

∀ 𝑡𝑏 

 

Electricity consumption 

Total power consumption ≥ Processed product in each installation * power consumption of each 

facility 

∑ 𝑄𝐶𝑂𝑇𝑒𝑙𝑒,𝑐𝑜𝑔

𝑐𝑜𝑔

≥ ∑ ∑(𝑄𝐵𝑃𝑖𝑏𝑒,𝑡𝑏 ∗ 𝑝𝑐𝑏𝑖𝑏𝑒,𝑡𝑏)

𝑡𝑏𝑖𝑏𝑒

+ ∑ (𝑄𝐵𝑃𝑖𝑟𝑏,𝑡𝑏 ∗ 𝑟𝑘𝑑𝑡𝑖𝑟𝑏)

𝑖𝑟𝑏,𝑡𝑏

∗ 𝑡𝑟𝑏𝑘𝑑 +  ∑ (𝑄𝐵𝑃𝑘𝑏,𝑡𝑏 ∗ 𝑝𝑐𝑜𝑏𝑡𝑏)

𝑘𝑏,𝑡𝑏

 

 

Self-consumption electricity < Power consumption  

𝐸𝐵𝐶𝐺𝑒𝑖𝑛 ≤ ∑ 𝑄𝐶𝑂𝐵𝑒𝑙𝑒,𝑐𝑜𝑔

𝑐𝑜𝑔
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Electricity from cogeneration > Sold electricity + self-consumption electricity 

∑ ∑ (𝑄𝐶𝐺𝐵𝑖𝑐𝑔𝑏,𝑡𝑐𝑜𝑔 ∗ 𝑐𝑔𝑐𝑒𝑒𝑝,𝑡𝑐𝑜𝑔)

𝑖𝑐𝑔𝑏,𝑡𝑏𝑡𝑐𝑜𝑔

≥ ∑ 𝐸𝐵𝐶𝐺𝑒𝑙𝑒𝑐

𝑒𝑙𝑒𝑐

 

 

Amount of product in each process 

Raw material preparation 

𝑄𝐵𝑃𝑝𝑟𝑏,𝑡𝑏 ≥ ∑ 𝑄𝐵𝑃𝑘𝑏,𝑡𝑏

𝑘𝑏

 

∀ 𝑡𝑏 

 

Dryers 

∑ 𝑄𝐵𝑃𝑑𝑟𝑏,𝑡𝑏

𝑑𝑟𝑏

≥ ∑ 𝑄𝐵𝑃𝑘𝑏,𝑡𝑏

𝑘𝑏

 

∀ 𝑡𝑏 

 

Amount of raw material by emplacement 

∑  𝑄𝐶𝐿𝑐𝑎𝑏𝑏,𝑎𝑟

𝑎𝑟

≤ ( ∑ (𝑄𝐵𝑃𝑘𝑏,𝑡𝑏)

𝑘𝑏,𝑡𝑏

− ∑ (𝑄𝑅𝑀𝐵𝑟𝑚𝑝𝑚,𝑎𝑟)

𝑟𝑚𝑝𝑚,𝑎𝑟

) ∗ 𝑦𝑎𝑐𝑐𝑎𝑏𝑏 

∀ 𝑐𝑎𝑏𝑏 

 

Biogas in cogeneration 

∑ (𝑄𝐶𝑂𝐵𝑏𝑖𝑜,𝑐𝑜𝑔 ∗ 𝑓𝑐𝑜𝑏𝑖𝑜)

𝑏𝑖𝑜,𝑐𝑜𝑔

≤ ∑ (𝑄𝐶𝑂𝐵𝑐𝑜𝑚𝑔,𝑐𝑜𝑔 ∗ 𝑓𝑐𝑜𝑐𝑜𝑚𝑔)

𝑐𝑜𝑚𝑔,𝑐𝑜𝑔

∗ 𝑚𝑎𝑥𝑏𝑔 

 

Maximum availability of biogas 

∑ (𝑄𝐶𝑂𝐵𝑏𝑖𝑜,𝑐𝑜𝑔 ∗ 𝑓𝑐𝑜𝑏𝑖𝑜)

𝑏𝑖𝑜,𝑐𝑜𝑔

≤ ∑ (𝑄𝐶𝑂𝐵𝑐𝑜𝑚𝑏,𝑐𝑜𝑔 ∗ 𝑓𝑐𝑜𝑐𝑜𝑚𝑏)

𝑐𝑜𝑚𝑏,𝑐𝑜𝑔

∗ 𝑐𝑎𝑝𝑏𝑔 

 

Others of waste paper  

Total 

∑  𝑄𝑊𝑃𝑎𝑟,𝑡𝑏

𝑎𝑟,𝑡𝑏

≤ 𝑚𝑎𝑥𝑤𝑝 
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By product 

∑  𝑄𝑊𝑃𝑎𝑟,𝑡𝑏

𝑎𝑟

≤ ∑(𝑄𝐵𝑃𝑘𝑏,𝑡𝑏)

𝑘𝑏

∗ 𝑝𝑤𝑝𝑡𝑏 

∀ 𝑡𝑏 

 

∑  (𝑄𝑊𝑃𝑎𝑟1,𝑡𝑏)

𝑡𝑏

∗ 𝑐𝑤𝑝𝑝𝑡𝑏 ≤ ∑(𝑐𝑏𝑖𝑘𝑏)

𝑘𝑏

∗ 𝑐𝑝𝑤𝑝 

 

Others of marc 

Total 

∑  𝑄𝑀𝐴𝑎𝑟12,𝑡𝑏

𝑎𝑟12,𝑡𝑏

≤ 𝑚𝑎𝑥𝑚 

 

By product 

∑  𝑄𝑀𝐴𝑎𝑟,𝑡𝑏

𝑎𝑟

≤ ∑(𝑄𝐵𝑃𝑘𝑏,𝑡𝑏)

𝑘𝑏

∗ 𝑝𝑚𝑎𝑡𝑏 

∀ 𝑡𝑏 

 

∑  (𝑄𝑀𝐴𝑎𝑟,𝑡𝑏)

𝑡𝑏

∗ 𝑐𝑚𝑎𝑝𝑡𝑏 ≤ ∑(𝑐𝑏𝑖𝑘𝑏)

𝑘𝑏

∗ 𝑐𝑝𝑚𝑎𝑎𝑟 

∀ 𝑎𝑟 

 

No simultaneity between waste paper and marc 

∑  (𝑄𝑊𝑃𝑎𝑟,𝑡𝑏)

𝑎𝑟

∗ 𝑐𝑤𝑝𝑝𝑡𝑏 + ∑  (𝑄𝑀𝐴𝑎𝑟,𝑡𝑏)

𝑎𝑟

∗ 𝑐𝑚𝑎𝑝𝑡𝑏 ≤ ∑(𝑄𝐵𝑃𝑘𝑏,𝑡𝑏)

𝑘𝑏

 

∀ 𝑡𝑏 

 

Energy consumption in cogeneration < Current capacity + investment in new capacity of cogeneration 

∑ 𝑄𝐶𝐺𝐵𝑖𝑐𝑔,𝑡𝑐𝑜𝑔,𝑡𝑏

𝑖𝑐𝑔,𝑡𝑏

≤ 𝑐𝑝𝑐𝑔𝑏𝑡𝑐𝑜𝑔 + 𝐼𝐵𝐶𝐺𝑡𝑐𝑜𝑔  

∀ 𝑡𝑐𝑜𝑔 
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Investment in new capacity of furnace insulation 

Maximum capacity 

∑ 𝑄𝐼𝐾𝐵𝑘𝑏,𝑡𝑏

𝑡𝑏

≤ 𝑐𝑐𝑖𝑘𝑏𝑘𝑏 + 𝐼𝐼𝐾𝐵𝑘𝑏 

∀ 𝑘𝑏 

 

Production 

𝑄𝐼𝐾𝐵𝑘𝑏,𝑡𝑏 ≤ 𝑄𝑇𝑃𝑡𝑏 

∀ 𝑡𝑏, 𝑘𝑏 
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4.7 Power sector 

 

Demand balance 

[∑(𝑃𝐺𝐸𝑁𝑐𝑡,𝑝,𝑠,𝑛)

𝑐𝑡

− ∑(𝑃𝐵𝑂𝑀𝐵𝑏,𝑝,𝑠,𝑛)

𝑏

]

≤ (𝑑𝑒𝑙𝑝,𝑠,𝑛 + 𝑑𝑒𝑙𝑖𝑝,𝑠,𝑛

∗ [(𝑒𝑙𝑠𝑡𝑠𝑏 ∗ 𝑄𝑃𝐼𝑡𝑜𝑡 + ∑(𝑒𝑙𝑠𝑡𝑏𝑒 ∗ 𝑄𝑆𝑇𝑡𝑏𝑒)

𝑡𝑏𝑒

)

+ ( ∑ (𝑒𝑙𝑐𝑙𝑡𝑐𝑙,𝑐𝑙 ∗ 𝑄𝐶𝐿𝑡𝑐𝑙,𝑐𝑙)

𝑡𝑐𝑙,𝑐𝑙

+ ∑ (𝑒𝑙𝑐𝑖𝑛,𝑡𝑐 ∗ 𝑄𝐶𝑃𝑖𝑛,𝑡𝑐)

𝑖𝑛,𝑡𝑐

) + (∑(𝑄𝐶𝑂𝑇𝑒𝑙𝑒,𝑐𝑜𝑔)

𝑐𝑜𝑔

− 𝐸𝑇𝐶𝐺𝑒𝑖𝑛)

+ (∑(𝑄𝐶𝑂𝐵𝑒𝑙𝑒,𝑐𝑜𝑔)

𝑐𝑜𝑔

− 𝐸𝐵𝐶𝐺𝑒𝑖𝑛) + ( ∑ (𝑒𝑙𝑟𝑝𝑖𝑛,𝑐𝑟 ∗ 𝐼𝑁𝑃𝑈𝑇𝑝𝑖𝑛,𝑐𝑟)

𝑝𝑖𝑛,𝑐𝑟

)]) 

∀ 𝑝, 𝑠, 𝑛 

 

Installed capacity of wind power and production per MW based on historical series (profiles of wind power 

generation) 

𝑃𝐺𝐸𝑁𝑐𝑡_𝑒𝑜𝑙,𝑝,𝑠,𝑛 = 𝑝𝑟𝑜𝑑𝑒𝑜𝑙𝑝,𝑠,𝑛 ∗ 𝑃𝐼𝑁𝑆𝐴𝐶𝑈𝑀𝑐𝑡_𝑒𝑜𝑙,𝑝 

∀ 𝑐𝑡_𝑒𝑜𝑙, 𝑝, 𝑠, 𝑛 

 

Power output < Installed capacity * load factor 

𝑃𝐺𝐸𝑁𝑐𝑡𝑤𝑒𝑜𝑙,𝑝,𝑠,𝑛 ≤ 𝑃𝐼𝑁𝑆𝐴𝐶𝑈𝑀𝑐𝑡𝑤𝑒𝑜𝑙,𝑝 ∗ 𝑙𝑜𝑎𝑑𝑓𝑐𝑡𝑤𝑒𝑜𝑙 

∀ 𝑐𝑡𝑤𝑒𝑜𝑙, 𝑝, 𝑠, 𝑛 

 

Reserve margin; available capacity needed to meet normal peak demand levels 

∑ (𝑃𝐼𝑁𝑆𝐴𝐶𝑈𝑀𝑐𝑡𝑛𝑜𝑖𝑛𝑡,𝑝)

𝑐𝑡𝑛𝑜𝑖𝑛𝑡

≥ 𝑖𝑛𝑑𝑐𝑜𝑏 ∗ [𝑚𝑎𝑥](𝑑𝑒𝑙𝑝,𝑠,𝑛) 

∀ 𝑝 

 

Hydro reservoir level 

∑(𝑃𝐺𝐸𝑁𝑐𝑡,𝑝,𝑠,𝑛 ∗ 𝑑𝑎𝑦𝑠𝑠) − 𝑅𝐸𝑆ℎ,𝑝,𝑠  +  𝑅𝐸𝑆ℎ,𝑝,𝑠+1 ≤ 𝑎𝑝𝑜𝑟ℎ𝑖𝑑ℎ,𝑠

𝑛

 

∀ ℎ, 𝑝, 𝑠 
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Hydro run of river production 

∑(𝑃𝐺𝐸𝑁𝑓,𝑝,𝑠,𝑛) − 𝑅𝐸𝑆ℎ,𝑝,𝑠  +  𝑅𝐸𝑆ℎ,𝑝,𝑠+1 ≤ 𝑓𝑙𝑢𝑦𝑓,𝑠

𝑛

 

∀ 𝑓, 𝑝, 𝑠 

 

Balance pump-turbine 

∑ (𝑑𝑎𝑦𝑠𝑠 ∗ (𝑃𝐺𝐸𝑁𝑏,𝑝,𝑠,𝑛 − 𝑃𝐵𝑂𝑀𝐵𝑏,𝑝,𝑠,𝑛  ∗  𝑟𝑒𝑛𝑑)) ≤ 0

𝑠,𝑛

 

∀ 𝑏, 𝑝 

 

Maximum pumping production 

∑(𝑑𝑎𝑦𝑠𝑠 ∗ 𝑃𝐺𝐸𝑁𝑏,𝑝,𝑠,𝑛) ≤ 𝑏𝑜𝑚𝑎𝑥𝑏

𝑠,𝑛

 

∀ 𝑏, 𝑝 

 

Limitation of SO2 emissions and NOx particles 

∑ (𝑐𝑜𝑛𝑡𝑐𝑒𝑥,𝑝𝑜𝑙𝑙𝑢𝑡 ∗ 𝑃𝐺𝐸𝑁𝑐𝑒𝑥,𝑝,𝑠,𝑛 ∗ 𝑑𝑎𝑦𝑠𝑠) ≤ 𝑚𝑎𝑥𝑐𝑜𝑝,𝑝𝑜𝑙𝑙𝑢𝑡

𝑐𝑒𝑥,𝑠,𝑛

 

∀ 𝑝, 𝑝𝑜𝑙𝑙𝑢𝑡 

 

Maximum investment 

∑(𝑃𝐼𝑁𝑆𝑐𝑛,𝑝) ≤ 𝑝𝑖𝑛𝑠𝑚𝑐𝑛𝑐𝑛

𝑝

 

∀ 𝑐𝑛 
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 Input data for the model 

Industrial demand in Spain for 2008 and 2012:  

1 Steel 

[Mton] 2008 2012 

Steel production  18,64 13,60 

 Steel production in Spain in 2008 and 2012. Source: UNESID, 2014. 
 

2 Cement 

In cement production, seven types of cement are taken into account, which can be divided into two types; 

grey cement and white cement, as shown in Table 2. 

Demand [Mton] Grey cement White cement 

Year I II III IV V I II 

2008 7 25 1,4 1,8 0,2 0,2 0,9 

2012 2,23 8 0,5 0,6 0,1 0,1 0,3 

 Cement demand for Spain in 2008 and 2012. Source: Own calculations from 
Oficemen. 

 

3 Oil refining 

The refining petroleum process of Spain represented in the model should satisfy the production of the main 

crude products obtained, which are shown in Table 3. 

 Demand [Mton] 

Product 2008 2012 

Gasoline 10 7 

Jet fuel 6 9 

Diesel 22 26 

fuel oil 10 7 

 The demand of the main petroleum products in 2008 and 2012. Source: CORES. 
 

4 Tiles 

The amount of ceramic products such as tiles, stoneware, and extruded tiles produce by Spain is shown in 

Table 4. 

 Demand [Mton] 

Product 2008 2012 

Red paste tiles 2,05 1,42 

White paste tiles 1,04 0,80 

Red stoneware tiles 3,31 2,76 

Porcelain and white stoneware tiles 2,58 2,37 

Extruded tiles 0,55 0,51 

Total 9,54 7,87 

 Tiles demand for Spain in 2008 and 2012. Source: Own calculations from ASCER. 
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5 Bricks  

The model should meet the demand for bricks and roof tiles as Table 5 shows. 

 Demand [Mton] 

Product 2008 2012 

Bricks wall 9,6 2,5 

Face bricks 1,9 0,5 

Roof tiles  1,45 0,4 

Others 2,1 0,5 

Total 15,1 3,9 

 The demand of bricks and roof tiles for Spain in 2008 and 2012. Source: Own 
calculations from Hispalyt. 

 

6 Power sector 

Production of the Spanish mainland and extra-peninsular electricity mix (without taking into account self-

consumption losses) is represented on the Table 6. 

 Production [MWh] 

Technology 2008 2012 

Nuclear 56.460 61.470 

Fuel/Gas 9.888 7.541 

Coal 46.508 57.662 

Combined cycle 93.198 42.510 

Cogeneration 26.721 33.767 

Thermal renewable 2.869 4.755 

Hydro 20.957 19.455 

Small hydro 4.640 4.646  

Pumping -3.803 -5.023 

Wind 32.160 48.508 

Solar photovoltaic 2.498 8.202 

Solar thermal 15 3.444 

 Electricity generated in Spain, 2008 and 2012. Source: REE.  
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 A sensitivity analysis. The expected prices of the EU ETS 

EUA prices in Phase II remained above 12€ until mid- 2011 (see Figure 1). But after the economic crisis, 

which extended longer than expected, as well as other factors such as the approval of the Energy Efficiency 

Directive, prices fell below 5€, as Figure 1 shows. These prices are below the levels initially expected when 

the current phase of the EU ETS was designed. Therefore, it is also interesting to evaluate how well the 

model can approximate these expected prices, as an indicator of its robustness. 

 

Figure 1. Evolution of the allowances prices. Source: Bluenext, SendeCO2. 
 

For this, a scenario that attempts to replicate the planned trends was created (of energy, production, and 

emissions) before the falling of the price of CO2. For the formulation of this scenario, the National Allocation 

Plan (NAP), 2008-2012, was considered. Table 1 shows the data for industrial demand summarized in a 

"planned scenario" for 2012, compared with the actual data. 

Sector Unit 
2012  
(real) 

2012 
("planned scenario") 

Power gen. TWh  286.94 329.54 

Steel Mton 13.64 18.40 

Tiles Mton 7.87 9.97 

Cement Mton 15.93 36.48 

Bricks Mton 3.92 22.77 

Oil refining Mton 48.79 51.37 

 Industrial production in Spain by scenario. Source: Compiled from: REE, UNESID, 
Oficemen, Hispalyt, Cores and Spain NAP (2008-2012). 

 

Likewise, fuel price projections in 2012 were estimated based on the prices forecasted before the economic 

crisis, from the World Energy Outlook 2008 (IEA, 2008). In this way, this section tries to have an estimation 

of the expected outcomes of the original EU ETS plans without being subjected to the contingencies 

mentioned above. Table 2 shows the data projections in comparison with the actual prices. 
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[€/MWh] 2012 (real) 2012 ("planned scenario") 

Natural gas (industry) 29.41 41.74 

Coal 15.50 17.45 

Fuel 42.17 36.96 

LPG  65.00 73.89 

Gasoline 62.18 59.77 

Diesel fuel 61.57 71.76 

Coke 20.88 26.25 

Natural gas (power) 21.05 30.90 

 Prices of the main fuels used in the model. Source: CORES, Foro Nuclear, IRENA, 
IEA (2008). 

 

The results obtained with our model for this "planned scenario" (Figure 2) show that the marginal abatement 

costs of GHG emissions of course increase compared to the actual situation. This is logical because we 

assume a higher industrial demand and higher energy prices. 

Again, this analysis uses Spain as a representative country. It must be taken into account that from 2008-

2012, Spain exceeded the emission limits set by the Kyoto Protocol. The maximum allowed to increase was 

15% over the base year (1990). Spain emitted an average of 23% more than the base year in the period 

2008-2012 (see Table 3). The "effort-sharing" to comply with the Kyoto Protocol was divided into 45% for 

sectors subject to the EU ETS. Thus, as shown in Table 3, the agents subject to the EU ETS fulfilled their 

part of the "effort". This was influenced by the fall in industrial production, mainly due to the unforeseen 

economic crisis.  

The results obtained in the "planned scenario" indicate a higher level of emissions than in 2005 for the 

sectors covered by the EU ETS. Given this, to reach the level of emissions reduction for which the EU ETS 

is responsible (150 Mton of maximum emissions), the price of CO2 should have risen above 16 €/ton, as 

shown in the MAC curve (Figure 2). This marginal cost is similar to the prices of the allowances previous to 

the economic crisis, which again proves the ability of the model proposed to reasonably represent the EU 

ETS (as well as the representativeness of the case study chosen). 

GHG emissions, Spain 

[Mton. CO2 eq.] 

Emissions 

1990 

Limit 

emissions 

(Kyoto 

Protocol) 

Emissions 

2012 

Annual 

average 

(2008-

2012) 

Variation 

with 

respect to 

the limit 

(Kyoto 

Protocol) 

Total emissions 289,8 333 341 358 +8,7% 

Effort EU ETS (45%) 130 150 153 161 n/a 

Emissions sectors covered by the EU ETS n/a n/a 135,64 138,0 n/a 

 Summary of the Spanish situation regarding compliance with the Kyoto Protocol 
(period 2008-2012). Source: Authors from EEA. 
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Figure 2. MAC curve to the “planned scenario”. Source: Authors based on 
modelling results. 

 

As summary, Table 4 shows the differences between the scenarios. 

MACC 
Real scenario  
[€/ton CO2 eq.] 

Planned scenario  
[€/ton CO2 eq.] 

reduction 
[%] 

Integrated Synthetic Integrated 

0% 0 0 0 

10% 2 2 13 

14% 2 3 16 

20% 6 6 16 

24% 6 13 17 

30% 18 19 18 

40% 29 196 22 

 Summary of marginal costs obtained according to scenario and type of integration. 
Source: Authors based on modelling results. 
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