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Abstract. It is known that the concept of dissipativeness is fundamental for understanding the asymptotic behavior of solutions to evolutionary problems. While for the second order equations the dissipativeness mechanism has already been satisfactorily understood, for higher order equations in unbounded domains, this has not been yet fully developed. In this paper we investigate the dissipative mechanism of the semilinear 4-th order parabolic equation $u_t = -\Delta^2 u + f(x, u)$ in $\mathbb{R}^N$ with a nonlinear term $f = f(x, u) : \mathbb{R}^N \times \mathbb{R} \to \mathbb{R}$ locally Lipschitz in $u \in \mathbb{R}$ uniformly for $x \in \mathbb{R}^N$. For this we assume the structure condition $f(x, u) \leq C(x)u^2 + D(x)|u|$, $x \in \mathbb{R}^N$, $u \in \mathbb{R}$, where we assume that $0 \leq D$ is in $L^s(\mathbb{R}^N)$, $\max\{1, \frac{2N}{N+4}\} \leq s \leq 2$, and $C \in L^r_\infty(\mathbb{R}^N)$, $r > \max\{\frac{N}{4}, 1\}$, is such that the solutions of the linear equation $u_t = -\Delta^2 u + Cu$ in $L^2(\mathbb{R}^N)$ decay exponentially as $t \to \infty$.

This and suitable growth conditions allow to prove local existence of solutions in $L^2(\mathbb{R}^N)$ or $H^2(\mathbb{R}^N)$, as in [12]. These growth restrictions are related to the so called critical exponents in these spaces. Then global existence and the existence of a global attractor are proven relying in suitable energy estimates on the solutions.

As shown all along the paper one of the main differences with the case of dissipative reaction diffusion equations stem from the lack of maximum principle. This makes the results less complete in the case of higher order equations, although some similarities with the dissipative mechanisms of the latter are pointed out in the paper.
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1. Introduction

In this article we consider the following Cauchy problem in $\mathbb{R}^N$,

$$\begin{cases}
  u_t + \Delta^2 u = f(x, u), & t > 0, \ x \in \mathbb{R}^N, \\
  u(0, x) = u_0(x), & x \in \mathbb{R}^N,
\end{cases} \tag{1.1}$$

where the nonlinear term is assumed to be of the general form

$$f(x, u) = g(x) + m(x)u + f_0(x, u), \ x \in \mathbb{R}^N, \ u \in \mathbb{R}, \tag{1.2}$$

for some suitable $m, g$ described below and

$$f_0 : \mathbb{R}^N \times \mathbb{R} \rightarrow \mathbb{R} \text{ is locally Lipschitz in } u \in \mathbb{R} \text{ uniformly for } x \in \mathbb{R}^N, \tag{1.3}$$

and

$$f_0(x, 0) = 0, \quad \frac{\partial f_0}{\partial u}(x, 0) = 0, \ x \in \mathbb{R}^N. \tag{1.4}$$

In some cases, depending on the space in which we solve (1.1), we will also require a growth condition in $f_0$ of the form

$$|f_0(x, u_1) - f_0(x, u_2)| \leq c|u_1 - u_2|(1 + |u_1|^\rho - 1 + |u_2|^\rho - 1), \ u_1, u_2 \in \mathbb{R}. \tag{1.5}$$

for some $\rho > 1$ and $c > 0$. Note that this class of nonlinear terms includes logistic type nonlinearities of the form

$$f(x, u) = g(x) + m(x)u - u|u|^{\rho - 1}, \ x \in \mathbb{R}^N, u \in \mathbb{R}, \ \rho > 1$$

under mild assumptions on $g(x), m(x)$.

Our goal here is to describe some general dissipative mechanism for this equation in a suitable functional setting. In this context “dissipative” refers to the properties that solutions of (1.1) are globally defined and bounded in several norms and moreover that they have a well defined asymptotic behavior.

In recent years the asymptotic behavior of solutions of evolutionary equations in unbounded domains has been studied by many authors and much progress has been achieved specially for the case of reaction diffusion problems. By this we mean that in (1.1), one replaces the term $\Delta^2 u$ by $-\Delta u$. See e.g. in chronological order [6], [15], [19], [23], [21], [14], [2], [4], where different conditions have been given to guarantee that the reaction diffusion equation is dissipative and has a well defined asymptotic behavior in terms of a global attractor, a set which contains all the relevant asymptotic dynamics. Also, note that for the case of reaction diffusion equations a very important tool is the maximum principle. This translates into the comparison principle for solutions of the reaction diffusion problem or, in other words, into the monotonicity of the associated semigroup of solutions. Exploiting this tool it has been shown that, in great generality, when the problem is dissipative, it has extremal equilibria, which are the caps of the attractor; [20], [10], [11].

Recall that in [2] it was described a general mechanism for the dissipativeness of a reaction diffusion problem in $\mathbb{R}^N$ and the existence of a global attractor. It was shown in this reference that both the reaction and the diffusion have to collaborate to produce dissipativeness. If this does not happen, then the linear term in the equation is able to produce unbounded global solutions. This is in sharp contrast with the behavior of solutions in bounded domains.
where the dissipative character of the nonlinearity is enough, independent of the behavior of the linear term, to produce dissipativity. When this collaboration between reaction and diffusion occurs, then one finds suitable estimates on the solutions in $L^\infty(\mathbb{R}^N) \cap L^p(\mathbb{R}^N)$ and even more, one finds that solutions remain small as $|x| \to \infty$ for large times. Both of these results become crucial to prove that the problem is dissipative. Also for both of them the arguments in [2] rely heavily on the comparison principle.

Hence, the primary goal of the present paper is to investigate the dissipative mechanism of the higher order parabolic equation in $\mathbb{R}^N$, (1.1). We remark that, since (1.1) involves a 4-th order elliptic operator in the main part, the maximum principle is no longer available. Thus, for the analysis of (1.1) we have to rely on some “energy” type estimates of solutions. This is the reason why, although local existence for (1.1) can be done in more general spaces, see [12], the asymptotic behavior of solutions is studied in an $L^2(\mathbb{R}^N)$ or in an $H^2(\mathbb{R}^N)$ setting.

In particular we show that, in a similar way as for reaction diffusion equations, if 4-th order diffusion and reaction collaborate, problem (1.1) is dissipative. This collaboration is reflected in the structure condition

$$uf(x,u) \leq C(x)u^2 + D(x)|u|, \quad x \in \mathbb{R}^N, \ u \in \mathbb{R}. \quad (1.6)$$

for some suitable functions $C(x)$ and $0 \leq D(x)$ where $C(x)$ will be assumed such that the solutions of the linear problem

$$\begin{cases}
u_t + \Delta^2 u = C(x)u, & t > 0, \ x \in \mathbb{R}^N, \\
u(0) = u_0 \in L^2(\mathbb{R}^N) 
\end{cases} \quad (1.7)$$

decay exponentially as $t \to \infty$.

More precisely, for (1.1), we will assume that in (1.6) we have

$$0 \leq D \in L^s(\mathbb{R}^N), \quad \max\{1, \frac{2N}{N+4}\} \leq s \leq 2 \quad \text{(and } s > 1 \text{ if } N = 4) \quad (1.8)$$

and

$$\sup_{y \in \mathbb{R}^N} \int_{B(y,1)} |C(x)|^r \ dx < \infty, \text{ for some } r > \max\{\frac{N}{4}, 1\}, \quad (1.9)$$

that is, $C \in L^r_U(\mathbb{R}^N)$, where this space is defined, for $1 \leq r \leq \infty$ as

$$L^r_U(\mathbb{R}^N) \overset{\text{def}}{=} \{\phi \in L^r_{\text{loc}}(\mathbb{R}^N) : \|\phi\|_{L^r_U(\mathbb{R}^N)} = \sup_{y \in \mathbb{R}^N} \|u\|_{L^r(B(y,1))} < \infty\} \quad (1.10)$$

(see [3 18] and note that $L^\infty_U(\mathbb{R}^N) := L^\infty(\mathbb{R}^N)$).

Note that the results in [2] for reaction diffusion equations require (1.6) with different integrability exponents $s,r$ in (1.8) and (1.9) respectively.

With this structure conditions and the decay in (1.7) we will be able to show suitable $L^\infty(\mathbb{R}^N) \cap L^2(\mathbb{R}^N)$ estimates on the solutions and prove also that they remain small as $|x| \to \infty$ for large times. So, in a sense, the dissipative mechanism is much similar to the one observed in the reaction diffusion equations, even without the maximum principle. There is a difference however in the results we obtained. For (1.1) dissipativity is obtained under the growth restriction in (1.5)

$$\rho < 1 + \frac{8}{N-4}, \quad \text{for } N \geq 5.$$
For reaction diffusion problems, no such growth restriction is needed. This is again due to the maximum principle, see [2].

In order to make precise the remaining assumptions on (1.1), we will assume that in (1.2) we have

\[ m \in L^r_U(\mathbb{R}^N), \quad r > \max\{\frac{N}{4}, 1\} \]  

and, for simplicity,

\[ g \in L^2(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N). \]  

Note that from (1.6) we get \(|g(x)| \leq D(x)|.

Hence, our goal in this paper is to prove the following results. First, for initial data in \(L^2(\mathbb{R}^N)\)

**Theorem 1.1.** Assume conditions (1.2)–(1.4), (1.10), (1.11) and (1.6)-(1.9) hold, and assume moreover that (1.5) holds with

\[ \rho \leq \rho^1_c := 1 + \frac{8}{N}. \]

Then for \(u_0 \in L^2(\mathbb{R}^N)\) there exits a unique globally defined solution of (1.1). In particular

\[ S(t)u_0 = u(t; u_0) \quad t \geq 0 \]

defines a strongly continuous semigroup in \(L^2(\mathbb{R}^N)\).

Moreover, for any \(t > 0\), \(S(t) : L^2(\mathbb{R}^N) \to H^2(\mathbb{R}^N)\) is bounded.

Observe that for \(u_0 \in L^2(\mathbb{R}^N)\) local solutions of (1.1) are obtained in Theorem 2.4 with \(p = 2\).

On the other hand, for initial data in \(H^2(\mathbb{R}^N)\) we have

**Theorem 1.2.** Assume conditions (1.2)–(1.4), (1.10), (1.11) and (1.6)-(1.9) hold. If \(N \geq 4\) assume moreover that (1.5) holds with

\[ \rho < \rho^2_c := 1 + \frac{8}{N-4}. \]

Then for \(u_0 \in H^2(\mathbb{R}^N)\) there exits a unique globally defined solution of (1.1). In particular

\[ S(t)u_0 = u(t; u_0) \quad t \geq 0 \]

defines a strongly continuous semigroup in \(H^2(\mathbb{R}^N)\).

Observe that for \(u_0 \in H^2(\mathbb{R}^N)\) local solutions of (1.1) are obtained in Theorem 2.5 with \(p = 2\).

Using this result, we will also show the following result that can be applied to some supercritical cases in \(L^2(\mathbb{R}^N)\).

**Theorem 1.3.** Assume conditions (1.2)–(1.4), (1.10), (1.11) and assume

\[ \frac{\partial f}{\partial u}(x,u) \leq L(x), \quad x \in \mathbb{R}^N, u \in \mathbb{R}, \]
with $L \in L^\sigma_{U}(\mathbb{R}^N)$, $\sigma > \max\{ \frac{N}{4}, 1 \}$. If $N \geq 4$ assume moreover that (1.5) holds with

$$\rho < \rho^2 = 1 + \frac{8}{N - 4}.$$ 

Then

i) Theorem 1.2 applies for initial data in $H^2(\mathbb{R}^N)$. Hence (1.1) defines a semigroup $\{ S(t) : t \geq 0 \}$ in $H^2(\mathbb{R}^N)$.

ii) The semigroup $\{ S(t) : t \geq 0 \}$ extends uniquely to a semigroup in $L^2(\mathbb{R}^N)$ and for any $t > 0$, $S(t) : L^2(\mathbb{R}^N) \to H^2(\mathbb{R}^N)$ is bounded.

Then, in order to obtain, for large times, uniform estimates on all solution we will assume, in addition that solutions of (1.7) decay exponentially as $t \to \infty$. For this we need that (2.3) holds for some $\omega_0 > 0$, see Theorem 2.1 below. Then in the next result we obtain uniform estimates of the solutions in the spaces $H^{\sigma}_\tau(\mathbb{R}^N)$, for any $2 \leq \tau < \infty$ and $\sigma \leq 4\beta^*(\tau) = 4 + \left( \frac{N}{\tau} - \frac{N}{N} \right)_-$, where $x_- = \min\{ x, 0 \}$ denotes the negative part of $x \in \mathbb{R}$. This coefficient $\beta^*(\tau)$ establishes the maximal regularity we can obtain for the solutions and it comes out from the results in the linear problem in Section 2.

**Theorem 1.4.** Assume that solutions of (1.7) decay exponentially as $t \to \infty$.

A) For the semigroup in $L^2(\mathbb{R}^N)$ in Theorem 1.1, with

$$\rho < \rho^1 = 1 + \frac{8}{N},$$

there exist bounded absorbing sets in $L^2(\mathbb{R}^N)$, in $L^{\infty}(\mathbb{R}^N)$ and in $H^{\sigma}_\tau(\mathbb{R}^N)$, for any $2 \leq \tau < \infty$ and $\sigma \leq 4\beta^*(\tau) = 4 + \left( \frac{N}{\tau} - \frac{N}{N} \right)_-$, that is, if $X$ denotes any of the spaces above, there exists an $R_0 > 0$ such that for any bounded set $B \subset L^2(\mathbb{R}^N)$ of initial data of (1.1), there exists $T = T(B)$ such that

$$\|u(t; u_0)\|_X \leq R_0 \text{ for all } t \geq T.$$ 

In particular, the norm of all equilibria of (1.1) is bounded in $X$ by $R_0$.

Furthermore, for $t > 0$, the semigroup $S(t)$ is bounded from $L^2(\mathbb{R}^N)$ into $X$.

B) For the semigroup in $H^2(\mathbb{R}^N)$ in Theorem 1.2

The orbits of bounded sets in $H^2(\mathbb{R}^N)$ for $\{ S(t) : t \geq 0 \}$ are almost immediately bounded in $L^{\infty}(\mathbb{R}^N)$ and in $H^{\sigma}_\tau(\mathbb{R}^N)$, for any $2 \leq \tau < \infty$ and $\sigma \leq 4\beta^*(\tau) = 4 + \left( \frac{N}{\tau} - \frac{N}{N} \right)_-$.

That is, if $X$ denotes any of the spaces above, for any bounded set $B \subset H^2(\mathbb{R}^N)$ of initial data of (1.1) and for any $\varepsilon > 0$, there exists $K = K(B)$ such that

$$\|u(t; u_0)\|_X \leq K \text{ for all } u_0 \in B \text{ and } t \geq \varepsilon.$$ 

There exists a bounded absorbing set in $L^2(\mathbb{R}^N)$. That is, there exists an $R_0 > 0$ such that for any bounded set $B \subset H^2(\mathbb{R}^N)$ of initial data of (1.1), there exists $T = T(B)$ such that

$$\|u(t; u_0)\|_{L^2(\mathbb{R}^N)} \leq R_0 \text{ for all } t \geq T.$$ 

The set of equilibria of (1.1) is a bounded set in $L^{\infty}(\mathbb{R}^N)$ and in $H^{\sigma}_\tau(\mathbb{R}^N)$, for any $2 \leq \tau < \infty$ and $\sigma \leq 4\beta^*(\tau) = 4 + \left( \frac{N}{\tau} - \frac{N}{N} \right)_-$. 
C) For the semigroup in $L^2(\mathbb{R}^N)$ in Theorem 1.1 with
$$\rho \leq \rho_c^1 = 1 + \frac{8}{N}$$
or in Theorem 1.3, we have that the orbits of bounded sets in $L^2(\mathbb{R}^N)$ for \{S(t) : t \geq 0\} are almost immediately bounded in $L^\infty(\mathbb{R}^N)$ and in $H^\sigma_\tau(\mathbb{R}^N)$, for any $2 \leq \tau < \infty$ and $\sigma \leq 4\beta^*(\tau) = 4 + \left(\frac{N}{\tau} - \frac{N}{r}\right)$. That is, if $X$ denotes any of the spaces above, for any bounded set $B \subset L^2(\mathbb{R}^N)$ of initial data of (1.1) and for any $\varepsilon > 0$, there exists $K = K(B)$ such that
$$\|u(t; u_0)\|_X \leq K \quad \text{for all } u_0 \in B \text{ and } t \geq \varepsilon.$$

There is a bounded absorbing set in $L^2(\mathbb{R}^N)$. That is, there exist an $R_0 > 0$ such that for any bounded set $B \subset L^2(\mathbb{R}^N)$ of initial data of (1.1), there exists $T = T(B)$ such that
$$\|u(t; u_0)\|_{L^2(\mathbb{R}^N)} \leq R_0 \quad \text{for all } t \geq T.$$

The set of equilibria of (1.1) is a bounded set in $L^\infty(\mathbb{R}^N)$ and in $H^\sigma_\tau(\mathbb{R}^N)$, for any $2 \leq \tau < \infty$ and $\sigma \leq 4\beta^*(\tau) = 4 + \left(\frac{N}{\tau} - \frac{N}{r}\right)$. Finally, we will show that the solutions remain small as $|x| \to \infty$ for large times and hence we prove the following result.

**Theorem 1.5.** Under the assumptions Theorem 1.4, the semigroup defined by (1.1) in $L^2(\mathbb{R}^N)$, or in $H^2(\mathbb{R}^N)$ respectively, has a global attractor $A$, which is compact in $L^2(\mathbb{R}^N)$, or in $H^2(\mathbb{R}^N)$ respectively, invariant $S(t)A = A$, and bounded in $H^\sigma_\tau(\mathbb{R}^N)$ for every $2 \leq \tau < \infty$ and $\sigma \leq 4\beta^*(\tau) = 4 + \left(\frac{N}{\tau} - \frac{N}{r}\right)$. Moreover $A$ attracts bounded sets of $L^2(\mathbb{R}^N)$, or in $H^2(\mathbb{R}^N)$ respectively, in $H^\sigma_\tau(\mathbb{R}^N)$ for every $2 \leq \tau < \infty$ and $\sigma \leq 4\beta^*(\tau) = 4 + \left(\frac{N}{\tau} - \frac{N}{r}\right)$.

Furthermore
$$A = \mathcal{W}^u(\mathcal{E}),$$
which is the unstable set of the set $\mathcal{E}$ of equilibria of (1.1).

The paper is organized as follows. In Section 2 we collect some results on the linear equation and on local existence, which are taken from [12].

Then global existence is addressed in Section 3 where in particular we prove Theorems 1.1, 1.2, 1.3 and 1.4.

The existence of the attractor, including the proof of Theorem 1.5 can be found in Section 4.

Finally, some examples are presented in Section 5 while Section 6 includes some comments on the role played by the critical exponent $\rho_c^2 = 1 + \frac{8}{N-4}$ in our results.
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2. SOME PREVIOUS RESULTS ON LINEAR AND NONLINEAR EQUATIONS

In this Section we collect some results from [12] on the linear and nonlinear equations. For this, we consider problem (1.1) with initial data in some space of Bessel potentials, which we generically denote $H^a_p(R^N)$, (see [22]). When $p = 2$ we will denote these spaces as $H^a(R^N)$ which are Hilbert spaces.

First, regarding the linear problem involving the bi-Laplacian operator in $R^N$ we have the following result.

**Theorem 2.1.** Suppose that $C \in L^q(I)$ and $r > \max\{\frac{N}{4}, 1\}$.

i) Then the operator $A_C = \Delta^2 - C(x)I$ is a sectorial operator in $L^p(R^N)$ and $-A_C$ generates a $C^0$ analytic semigroup, $\{e^{-A_Ct} : t \geq 0\}$, in $L^p(R^N)$ for any $1 < p < \infty$.

ii) The scale of fractional power spaces, $\{E^\alpha_p, \alpha \in \mathbb{R}\}$, associated to this operator, is given by

$$E^\alpha_p = \begin{cases} H^\alpha_p(R^N) & \text{for } 0 \leq \alpha \leq \beta^*(p) \leq 1, \\ (H^{-\alpha}_p(R^N))' & \text{for } -1 \leq -\beta^*(p) \leq \alpha < 0, \end{cases} \quad (2.1)$$

with $0 < \beta^*(p) = 1 + \left(\frac{N}{4} - \frac{N}{4r}\right)^- \leq 1$ and $\beta^*(p') = \beta^*(p') = 1 + \left(\frac{N}{4} - \frac{N}{4r}\right)^-$, where $x^- = \min\{x, 0\}$ denotes the negative part of $x \in \mathbb{R}$.

iii) On this scale of spaces, the analytic semigroup generated by $-A_C$ satisfies, for some $\omega \in \mathbb{R}$,

$$\|e^{-A_Ct}\|_{\mathcal{L}(E^\alpha_p, E^\beta_p)} \leq M^\omega e^{-\omega t}, \quad t > 0, \quad -\beta^*(p) \leq \sigma \leq \xi \leq \beta^*(p), \quad (2.2)$$

iv) Also, if $p = 2$ then (2.2) is satisfied for some $\omega > 0$ if and only if there is a certain $\omega_0 > 0$ such that

$$\int_{\mathbb{R}^N} (|\Delta \phi|^2 - C(x)\phi^2) \geq \omega_0 \|\phi\|^2_{L^2(R^N)}, \quad (2.3)$$

for all $\phi \in H^2(R^N)$. We say then that the $C^0$ analytic semigroup $\{e^{-A_Ct} : t \geq 0\}$ in $L^2(R^N)$ is exponentially decaying as $t \to \infty$.

**Remark 2.2.** i) Observe that $\beta^*(p) = 1$ iff $r \geq p$ and, for all $1 < p < \infty$,

$$\beta^*(p) \geq 1 - \frac{N}{4r} > 0.$$  

Hence, the interval $[-\beta^*(p), \beta^*(p)]$ contains at least the symmetric interval

$$[-1 + \frac{N}{4r}, 1 - \frac{N}{4r}].$$

Also, the length of the interval $(-\beta^*(p), \beta^*(p))$ is $L = \beta^*(p) + \beta^*(p')$ and then

$$L = \begin{cases} 1 + \beta^*(p'), & \text{if } p' \geq r \geq p \\ 1 + \beta^*(p), & \text{if } p \geq r \geq p' \\ 2, & \text{if } r \geq p, p' \\ 2 + \frac{N}{4} - \frac{N}{4r}, & \text{if } p, p' \geq r. \end{cases} \quad (2.4)$$

Note that in any case $L > 1$ since $r > \max\{\frac{N}{4}, 1\}$. 
ii) Note that we can use the usual notation
\[ H^{-4\alpha}(\mathbb{R}^N) = (H^{-4\alpha}(\mathbb{R}^N))' \quad \alpha > 0 \]
and then (2.1) becomes
\[ E^\alpha_p = H^{-4\alpha}_p(\mathbb{R}^N) \quad \alpha \in [-\beta_*(p), \beta^*(p)]. \]
iii) Also, the case \( r \geq p \) reflects that the potential is suitable integrable with respect to the base space, \( L^p(\mathbb{R}^N) \). Hence, in this case the potential can be naturally handled as a perturbation of the bi-Laplacian operator. See for example [1] for a similar situation for the case of second order operators.

On the other hand when \( r < p \), the potential is poorly integrable with respect to the base space and it is more difficult to handle as a perturbation of the bi-Laplacian.

iv) Note that it is implicit in (2.3) that since \( C \) satisfies (1.9) and \( \phi \in H^2(\mathbb{R}^N) \), then \( C\phi^2 \in L^1(\mathbb{R}^N) \).

Another useful result on the linear equation is the following, see [12].

**Lemma 2.3.** Suppose that \( C \in L^r_U(\mathbb{R}^N) \) with \( r > \max\{ \frac{N}{4}, 1 \} \). Then

i) The domain of \( A_C = \Delta^2 - C(x)I \) in \( L^2(\mathbb{R}^N) \), \( D_{L^2}(A_C) \), is included in \( H^2(\mathbb{R}^N) \) and

\[ \int_{\mathbb{R}^N} A_C \phi \psi = \int_{\mathbb{R}^N} \Delta \phi \Delta \psi - \int_{\mathbb{R}^N} C(x) \phi \psi = \int_{\mathbb{R}^N} \phi A_C \psi, \quad \phi, \psi \in D_{L^2}(A_C). \]

Furthermore, there exists \( \omega_0 \in \mathbb{R} \) such that

\[ \int_{\mathbb{R}^N} (|\Delta \phi|^2 - C(x)\phi^2) \geq \omega_0 \| \phi \|^2_{L^2(\mathbb{R}^N)} \quad \text{for each } \phi \in H^2(\mathbb{R}^N). \]

ii) If \( \omega_0 \) is as above, there is a continuous decreasing real valued function \( \omega(\nu) \) defined in a certain interval \([0, \nu_0]\) such that for \( \nu \in [0, \nu_0] \),

\[ \int_{\mathbb{R}^N} ((1 - \nu)|\Delta \phi|^2 - C(x)\phi^2) \geq \omega(\nu) \int_{\mathbb{R}^N} \phi^2 \quad \text{for all } \phi \in H^2(\mathbb{R}^N), \]

and

\[ \lim_{\nu \to 0^+} \omega(\nu) = \omega(0) = \omega_0. \]

Note that in fact the constant \( \omega_0 \) in the Lemma 2.3 above, gives a lower bound of the bottom spectrum of \( A_C \) in \( L^2(\mathbb{R}^N) \). So part ii) of the Lemma above is a sort of continuity of the bottom spectrum with respect to the diffusion coefficient.

Then we have the following results on the local existence of (1.1).

**Theorem 2.4.** Assume (1.2)–(1.4) with \( m \) as in (1.10), \( g \in L^p(\mathbb{R}^N) \) and suppose that (1.5) holds with some

\[ 1 < \rho \leq \rho_c^1 := 1 + \frac{4p}{N} \]

for \( 1 < p < \infty \). Then (1.1) is locally well posed in \( L^p(\mathbb{R}^N) \).

Now we consider local well posedness in \( H^2_p(\mathbb{R}^N) \), \( 1 < p < \infty \). For this, note that we need that the scale of spaces in (2.1) contains \( H^2_p(\mathbb{R}^N) \), which requires

\[ \beta^*(p) = 1 + \left( \frac{N}{4p} - \frac{N}{4r} \right) > \frac{1}{2}, \quad (2.5) \]
that is, \( \frac{N}{r} - \frac{N}{p} < 2 \), where \( x_+ = \max\{x, 0\} \) denotes the positive part of \( x \in \mathbb{R} \).

Note that (2.5) is satisfied if \( r > p \) or if \( p \leq \frac{N}{4} \), since \( r > \frac{N}{4} \). Also, (2.5) is satisfied for \( p = 2 \) since \( r > \max\{\frac{N}{4}, 1\} \). Hence, we have

**Theorem 2.5.** Assume \((1.2) - (1.4)\) and \((1.10)\). Then the problem \((1.1)\) is locally well posed in \( H^2_p(\mathbb{R}^N) \), with \( 1 < p < \infty \), provided that \( g \in L^p(\mathbb{R}^N) \) and either

1. \( 2 > \frac{N}{p} > \frac{N}{r} - 2 \),
2. \( 2 = \frac{N}{p} \) and (1.5) holds with some \( 1 < \rho < \infty \),
3. \( 2 < \frac{N}{p} \) and (1.5) holds with some \( 1 < \rho \leq \rho_c^2 := 1 + \frac{4p}{N-2p} \).

In both Theorems 2.4 and 2.5 a solution of \((1.1)\) with an initial value \( u_0 \in L^p(\mathbb{R}^N) \), or \( u_0 \in H^2_p(\mathbb{R}^N) \) respectively, is defined on the maximal interval of existence \([0, \tau_{u0})\) and satisfies on this interval the variation of constants formula

\[
u(t) = e^{(-\Delta^2 + mI)t}u_0 + \int_0^t e^{(-\Delta^2 + mI)(t-s)}(f_0(\cdot, u(s)) + g)\, ds, \tag{2.6}\]

where \( e^{(-\Delta^2 + mI)t} \) is the semigroup in \( L^p(\mathbb{R}^N) \) as in Theorem 2.1.

Concerning further regularity properties of the solution note that if \( u_0 \in L^p(\mathbb{R}^N) \)

\[
u \in C([0, \tau_{u0}), L^p(\mathbb{R}^N)) \cap C((0, \tau_{u0}), H^{4\beta^*(p)}(\mathbb{R}^N)) \cap C^1((0, \tau_{u0}), L^p(\mathbb{R}^N)),
\]

while if \( u_0 \in H^2_p(\mathbb{R}^N) \)

\[
u \in C([0, \tau_{u0}), H^2_p(\mathbb{R}^N)) \cap C((0, \tau_{u0}), H^{4\beta^*(p)}(\mathbb{R}^N)) \cap C^1((0, \tau_{u0}), L^p(\mathbb{R}^N)),
\]

where \( \beta^*(p) = 1 + \left( \frac{N}{4p} - \frac{N}{4r} \right) \) as in Theorem 2.1.

In the “subcritical” cases, that is when \( \rho < \rho_c^1 \), or \( \rho < \rho_c^2 \), respectively, the maximal interval of existence of a solution has the property that

\[
\tau_{u0} < \infty \text{ implies } \limsup_{t \to \tau_{u0}^-} \|u(t)\|_{L^p(\mathbb{R}^N)} = \infty, \tag{2.7}
\]
or respectively,

\[
\limsup_{t \to \tau_{u0}^-} \|u(t)\|_{H^2_p(\mathbb{R}^N)} = \infty \tag{2.8}
\]

(see \[17\] Theorem 3.3.4 and \[7\] Corollary 1.1). The critical cases, that is when \( \rho = \rho_c^1 \), or \( \rho = \rho_c^2 \), respectively are more involved and (2.7), (2.8) are not true in general; see \[7\] for related results.

### 3. Global well posedness

The goal in this section is to show that assuming the structure condition \((1.6) - (1.9)\), that is

\[
v f(x, v) \leq C(x)|u^2 + D(x)|v|, \quad x \in \mathbb{R}^N, \, v \in \mathbb{R},
\]

with \( C \) and \( D \) as in (1.9) and (1.8), the local solutions of \((1.1)\) constructed in Section 2 with \( p = 2 \) actually exists for all \( t \geq 0 \). For this we will restrict to the case \( p = 2 \) and will denote below by \( H^2(\mathbb{R}^N) \) the spaces \( H^2_p(\mathbb{R}^N) \). Note that the reason for restricting \( p = 2 \) is that,
since no comparison principle is available for (1.1), we have to rely in suitable “energy” type estimates on the solutions.

We start from the following technical lemma.

**Lemma 3.1.** If $f_0$ satisfies (1.3) and (1.5) then there exists a decomposition

$$f_0(x,v) = f_{01}(x,v) + f_{02}(x,v), \ x \in \mathbb{R}^N, \ v \in \mathbb{R},$$

where $f_{01}(x,0) = f_{02}(x,0) = 0$,

$$f_{01} : \mathbb{R}^N \times \mathbb{R} \to \mathbb{R} \text{ is a globally Lipschitz map and there exists } \hat{c} > 0 \text{ such that for all } v_1, v_2 \in \mathbb{R}$$

$$|f_{02}(x,v_1) - f_{02}(x,v_2)| \leq \hat{c}|v_1 - v_2|(|v_1|^{\rho - 1} + |v_2|^{\rho - 1}). \tag{3.1}$$

**Proof:** Define

$$f_{01}(x,v) = \begin{cases} f_0(x,v), & x \in \mathbb{R}, \ |v| \leq 1, \\ f_0(x,1), & x \in \mathbb{R}, \ |v| > 1, \end{cases}$$

and

$$f_{02}(x,v) = f_0(x,v) - f_{01}(x,v), \ x \in \mathbb{R}^N, \ v \in \mathbb{R}.$$ 

With the aid of (1.3), choosing $L_0 > 0$ as a Lipschitz constant for $f_0$ restricted to $\mathbb{R}^N \times [-1, 1]$, we have that

$$|f_{01}(x,v_1) - f_{01}(x,v_2)| \leq L_0|v_1 - v_2|, \ x \in \mathbb{R}^N, \ v_1, v_2 \in \mathbb{R}.$$ 

Using the above relations and (1.5) we obtain that (3.1) holds. \qed

In what follows we will make use of the following results that allows us to obtain suitable estimates on the solutions of (1.1). We start with the following simple situation.

**Proposition 3.2.** Assume that $f$ satisfies (1.2)–(1.5), (1.10) and assume $u$ is a solution of (1.1) as in Theorem 2.4 or Theorem 2.5.

If $u \in L^\infty((0,T), L^{s_0}(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N))$ with $T \leq \infty$ and $g \in L^{s_0}(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N)$ then for any $s \geq s_0$ and $\sigma \leq 4\beta^*(s) = 4 + \left(\frac{\alpha}{s} - \frac{N}{r}\right)$ we have that

$$\|u\|_{L^\infty((\varepsilon,T), H^\sigma(\mathbb{R}^N))} \leq L(\varepsilon, \|g\|_{L^\infty((0,T), L^{s_0}(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N))})$$

for some continuous function $L(\varepsilon, \cdot)$ and any $\varepsilon > 0$ small enough.

**Proof:** We write (1.1) as

$$u_t + \Delta^2 u - m(x)u + \lambda u = g(x) + \lambda u + f_0(x,u)$$

where $\lambda > 0$ is large enough such that the semigroup generated by $-\Delta^2 + m(x) - \lambda$, which we denote by $T(t)$, decays exponentially.

Since $u$ is bounded in $L^\infty(\mathbb{R}^N)$, we can truncate the nonlinear term $f_0$ and assume it is globally Lipschitz. In particular $f_0$ is Lipschitz from $L^s(\mathbb{R}^N)$ into itself. Thus, if $g \in L^s(\mathbb{R}^N)$ then define $h(x,u) = g(x) + \lambda u + f_0(x,u)$ for $(x,u) \in \mathbb{R}^N \times \mathbb{R}$. Thus, $h$ is globally Lipschitz and bounded from $L^s(\mathbb{R}^N)$ into itself.

Now, for $s \geq s_0$ we have

$$\|h(u(t))\|_{L^\infty((0,T), L^s(\mathbb{R}^N))} \leq \|g\|_{L^s(\mathbb{R}^N)} + \|f_0(u(t))\|_{L^\infty((0,T), L^s(\mathbb{R}^N))} \leq C,$$
where $C$ depends on the norm of $u$ in $L^\infty((0,T), L^s(\mathbb{R}^N))$.

Therefore, if $\beta^*(s) < 1$ we get for $t \geq \varepsilon$,

$$
\|u(t)\|_{H^s_{\beta^*(s)}(\mathbb{R}^N)} \leq \frac{c e^{-\omega(t-\varepsilon)}}{(t-\varepsilon)^{\beta^*(s)}} \|u(\varepsilon)\|_{L^s(\mathbb{R}^N)} + \int_\varepsilon^t \frac{c e^{-\omega(t-r)}}{(t-r)^{\beta^*(s)}} \|h(u(r))\|_{L^s(\mathbb{R}^N)} dr
$$

which is uniformly bounded for $2\varepsilon \leq t < T$, since $\omega > 1$.

If $\beta^*(s) = 1$ we can apply Theorem 5 in $\mathbb{R}$ to get that the set $\{u(t), t \in (\varepsilon, T)\}$ is a bounded subset of $H^s_t(\mathbb{R}^N)$ and the bound in the norm of the domain will depend on $\varepsilon$ and $\|u\|_{L^\infty((\varepsilon,T), L^s(\mathbb{R}^N))}$. \hfill \Box

The following result gives sufficient conditions to obtain an estimate in $L^\infty(\mathbb{R}^N)$.

**Proposition 3.3.** Assume that $f$ satisfies (1.2)–(1.5), (1.10) and assume $u$ is a solution of (1.1) as in Theorem 2.4 or Theorem 2.5.

If $u \in L^\infty((0,T), L^{s_0}(\mathbb{R}^N))$ with $T \leq \infty$ and $g \in L^{s_0}(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N)$, with

$$
S_0 > \frac{N}{4}(\rho - 1) \quad (3.2)
$$

then

$$
\|u\|_{L^\infty((\varepsilon,T), L^\infty(\mathbb{R}^N))} \leq K(\varepsilon, \|u\|_{L^\infty((0,T), L^{s_0}(\mathbb{R}^N))})
$$

for some continuous function $K(\varepsilon, \cdot)$ and any $\varepsilon > 0$ small enough.

**Proof:** Using the splitting from Lemma 3.1 we write (1.1) as

$$
u_t + \Delta^2 \nu - m(x)\nu + \lambda \nu = g(x) + \lambda \nu + f_{01}(x,u) + f_{02}(x,u)
$$

where $\lambda > 0$ is large enough such that the semigroup generated by $-\Delta^2 + m(x) - \lambda$, which we denote by $T(t)$, decays exponentially.

Thus, if $g \in L^s(\mathbb{R}^N)$ then define $h_1(x,u) = g(x) + \lambda u + f_{01}(x,u)$ and $h_2(x,u) = f_{02}(x,u)$ for $(x,u) \in \mathbb{R}^N \times \mathbb{R}$. Thus, $h_1$ is globally Lipschitz and bounded from $L^s(\mathbb{R}^N)$ into itself and $\|h_2(u)\|_{L^s(\mathbb{R}^N)} \leq c \|u\|_{L^s(\mathbb{R}^N)}$ for every $s > 1$.

Assume $u \in L^\infty((0,T), L^s(\mathbb{R}^N))$ for some $s \geq s_0$. Denote $\alpha = \beta^*(s)$ if $\beta^*(s) < 1$, while $\alpha < 1$ and close to 1, if $\beta^*(s) = 1$. Then we show below that

$$
\|u\|_{L^\infty(2\varepsilon,T), H^s(\mathbb{R}^N))} \leq L(\varepsilon, \|u\|_{L^\infty((\varepsilon,T), L^s(\mathbb{R}^N))}) \quad (3.3)
$$

for some continuous function $L(\varepsilon, z)$ and $\varepsilon > 0$ small enough.

Assume for a while that (3.3) holds true. Then, using now the embeddings of Bessel potential spaces we get a bound of $u$ in $L^\infty((2\varepsilon,T), L^\infty(\mathbb{R}^N))$ provided $4\alpha - N/s > 0$. Note that this is always satisfied if $\beta^*(s) < 1$, since $4\beta^*(s) - N/s = 4 - N/r > 0$, or if $\beta^*(s) = 1$ and $s > N/4$.

On the other hand, if $4\alpha - N/s < 0$, we get a bound of $u$ in $L^\infty((2\varepsilon,T), L^\tilde{s}(\mathbb{R}^N))$, where $4\alpha - N/s = -N/s\tilde{s}$.

Now the argument can be iterated as, by assumption, $g \in L^\tilde{s}(\mathbb{R}^N)$. In particular we have that from a bound in $L^\infty((\varepsilon,T), L^s(\mathbb{R}^N))$ we obtain a bound in $L^\infty((2\varepsilon,T), L^\tilde{s}(\mathbb{R}^N))$.

In fact if we measure the gain of regularity in the last step above, the relationship between $s$ and $\tilde{s}$, neglecting in both of them an arbitrarily small term, can be expressed as $-N/s\tilde{s} = 4 - N/s$ or, in terms of the variable $w = -N/s$, $-N/s\tilde{s} := H(w) = 4 + w$.
Note that, starting at \( w_0 = -N/s_0 \), we have to iterate \( H(w) \), which is an increasing function until in a finite number of steps we reach some value \( w_{k+1} = H(w_k) > 0 \) such that 
\[
\tilde{w}_{k+1} > \frac{N}{4}.
\]
Since \( H(w) \) is an increasing function with no fixed points, this is always possible.

Therefore it remain to prove (3.3), which will be done in two steps.

**Step 1.** Estimate for short times. Assume \( 2\varepsilon < t^* \leq T \) and \( t^* \leq 1 \). From the variations of constants formula (2.6), we have

\[
u(t) = T(t - \varepsilon)u(\varepsilon) + \int_0^t T(t - s)h_1(u(r)) \, dr + \int_0^t T(t - s)h_2(u(r)) \, dr, \quad t \in (\varepsilon, t^*).
\]

Hence, denoting below by \( c \) different constants that do not depend on \( u \), we have using Theorem 2.1, for some \( \omega > 0 \),

\[
C e^{-\frac{s}{t - \varepsilon} u(\varepsilon) ||u\|_{L^1}^1 + c \int_0^t e^{-\frac{|u(r)|}{(t - r)^\alpha}} (||g||_{L^1} + ||u(r)||_{L^1}) \, dr + \int_0^t e^{-\frac{|u(r)|}{(t - r)^{\alpha - \frac{N}{s}}}} ||u\|_{H^{s}\|\|} \, dr \quad t \in (\varepsilon, t^*),
\]

for some \(-\beta_\varepsilon(s) \leq \zeta \leq 0 \) with \( \alpha - \zeta < 1 \), to be chosen below. Using the embedding

\[
l^q(R^N) \hookrightarrow \mathcal{H}_s^{4\zeta}(R^N)
\]

for some \( 4\zeta - \frac{N}{s} \leq -\frac{N}{q} \leq -\frac{N}{s} \), we have

\[
c \int_0^t e^{-\frac{|u(r)|}{(t - r)^\alpha - \frac{N}{s}}} ||u\|_{H^{s}\|\|} \, dr \leq c \int_0^t e^{-\frac{|u(r)|}{(t - r)^{\alpha - \frac{N}{s}}} ||u\|_{L^q}^1} \, dr.
\]

In this last term we are going to use the Nirenberg-Gagliardo inequality and \( \omega > 0 \) to obtain the bound

\[
c \int_0^t \frac{1}{(t - r)^\alpha - \frac{N}{s}} ||u\|_{H^{s}\|\|}^{\theta_\omega} ||u\|_{L^q}^{1 - \theta_\omega} \, dr.
\]

For this, we need

\[
-\frac{N}{s} \leq -\frac{N}{q}\rho < 4\alpha - \frac{N}{s}
\]

and finding \( \theta \in (0, 1) \) such that

\[
-\frac{N}{s} \leq -\frac{N}{q}\rho \leq (4\alpha - \frac{N}{s})\theta - (1 - \theta)\frac{N}{s} = 4\alpha\theta - \frac{N}{s}
\]

which we write as

\[
-\frac{N\rho}{s} \leq -\frac{N}{q}\rho \leq 4\alpha\rho\theta - \frac{N\rho}{s}.
\]

Now we show that this is possible even with

\[
\theta\rho \in (0, 1).
\]

In fact the choice of \( \zeta, q, \theta \) as above is possible provided

\[
\max\{4\zeta - \frac{N}{s}, -\frac{N\rho}{s}\} \leq -\frac{N}{q} < 4\alpha - \frac{N\rho}{s},
\]

with \( \zeta > \alpha - 1 \) and \( \zeta \geq -\beta_\varepsilon(s) \).
Hence, if $\beta^*(s) = 1$ we have $\alpha < 1$ and close to 1 and then the lower bound on $\zeta$ reduces to $\zeta > \alpha - 1$

$$4\alpha - 4 - \frac{N}{s} < 4\zeta - \frac{N}{s} \leq -\frac{N}{q} < 4\alpha - \frac{N}{s},$$

which is satisfied iff $-4 - \frac{N}{s} < -\frac{N}{s}$ which, in turn, is satisfied because of (3.2) and $s \geq s_0$. Also, $-\frac{N}{s} < 4\alpha - \frac{N}{s}$ is clearly satisfied, and (3.4) holds in this case.

On the other hand, if $\beta^*(s) < 1$ we have $\alpha = \beta^*(s)$ and then

$$4\beta^*(s) - 4 - \frac{N}{s} < 4\zeta - \frac{N}{s} \leq -\frac{N}{q} < 4\beta^*(s) - \frac{N}{s},$$

which is satisfied iff $-4 - \frac{N}{s} < -\frac{N}{s}$ which, in turn, is satisfied because of (3.2) and $s \geq s_0$. Also,

$$-4\beta^*(s) - \frac{N}{s} < 4\zeta - \frac{N}{s} \leq -\frac{N}{q} < 4\beta^*(s) - \frac{N}{s},$$

which is satisfied iff

$$\frac{N}{4s}(\rho - 1) < \beta^*(s) + \beta^*_s(s).$$

Note that from (2.4), $\beta^*(s) + \beta^*_s(s)$ is greater than 1. Finally, $-\frac{N}{s} < 4\beta^*(s) - \frac{N}{s}$ is also satisfied and (3.4) holds in this case too.

Then, using the Nirenberg-Gagliardo inequality, and $(t - \varepsilon)^\alpha \leq 1$, $\omega > 0$, we get

$$(t - \varepsilon)^\alpha\|u(t)\|_{H^{\omega_0}(\mathbb{R}^N)} \leq c\left(\|u(\varepsilon)\|_{L^\omega(\mathbb{R}^N)} + \|g\|_{L^\omega(\mathbb{R}^N)} + \|u\|_{L^\infty((\varepsilon,T),L^\omega(\mathbb{R}^N))}\right)$$

$$+ c(t - \varepsilon)^\alpha \int_{\varepsilon}^{t} \frac{1}{(t - r)^{\alpha - \zeta}}\|u(r)\|_{H^{\omega_0}(\mathbb{R}^N)}^{\theta_0}\|u(r)\|_{L^\omega(\mathbb{R}^N)}^{(1 - \theta_0)^{\rho_0}} dr$$

$$\leq a + b(t - \varepsilon)^\alpha \int_{\varepsilon}^{t} \frac{1}{(t - r)^{\alpha - \zeta}}\|u(r)\|_{H^{\omega_0}(\mathbb{R}^N)}^{\theta_0} dr, \quad t \in (\varepsilon, t^*)$$

where

$$a := c\left(\|g\|_{L^\omega(\mathbb{R}^N)} + 2\|u\|_{L^\infty((\varepsilon,T),L^\omega(\mathbb{R}^N))}\right), \quad b := c\|u\|_{L^\infty((\varepsilon,T),L^\omega(\mathbb{R}^N))}^{(1 - \theta_0)^{\rho_0}}.$$

Now observe that

$$(t - \varepsilon)^\alpha \int_{\varepsilon}^{t} \frac{1}{(t - r)^{\alpha - \zeta}}\|u(r)\|_{H^{\omega_0}(\mathbb{R}^N)}^{\theta_0} dr$$

$$\leq \sup_{r \in (\varepsilon, t^*)} \|(r - \varepsilon)^\alpha u(r)\|_{H^{\omega_0}(\mathbb{R}^N)}^{\theta_0}(t - \varepsilon)^\alpha \int_{\varepsilon}^{t} \frac{1}{(t - r)^{\alpha - \zeta}(r - \varepsilon)^\alpha \rho_0} dr$$

and using the change of variable $r = \varepsilon + z(t - \varepsilon)$ and using $(t - \varepsilon)^{1 - \alpha \rho_0} \leq 1$, we get

$$(t - \varepsilon)^\alpha \int_{\varepsilon}^{t} \frac{1}{(t - r)^{\alpha - \zeta}}\|u(r)\|_{H^{\omega_0}(\mathbb{R}^N)}^{\theta_0} dr \leq B(1 - \alpha + \zeta, 1 - \theta_0 \alpha) \sup_{r \in (\varepsilon, t^*)} \|(r - \varepsilon)^\alpha u(r)\|_{H^{\omega_0}(\mathbb{R}^N)}^{\theta_0}$$

where $B(\cdot, \cdot)$ is Euler’s Beta function.

Thus we have

$$(t - \varepsilon)^\alpha\|u(t)\|_{H^{\omega_0}(\mathbb{R}^N)} \leq a + bB(1 - \alpha + \zeta, 1 - \theta_0 \alpha) \sup_{r \in (\varepsilon, t^*)} \|(r - \varepsilon)^\alpha u(r)\|_{H^{\omega_0}(\mathbb{R}^N)}^{\theta_0}, \quad t \in (\varepsilon, t^*).$$
Hence,

\[ z(t) := \sup_{r \in (\varepsilon, t]} \| (r - \varepsilon)^{\alpha} u(r) \|_{H^{2\alpha}(\mathbb{R}^N)}, \quad t \in (\varepsilon, t^*), \]

satisfies

\[ 0 \leq z(t) \leq a + bB(1 - \alpha + \zeta, 1 - \theta \rho \alpha)z(t)^{\theta \rho}, \]

and, since \( \rho \theta < 1 \), we get

\[ 0 \leq z(t) \leq z_0, \]

where \( z_0 \) is the unique positive root of \( z = a + bB(1 - \alpha + \zeta, 1 - \theta \rho \alpha)z^{\theta \rho} \). We have then

\[ \| u(t) \|_{H^{2\alpha}(\mathbb{R}^N)} \leq \frac{z_0}{(t - \varepsilon)^{\alpha}}, \quad \varepsilon < t \leq t^*, \]

which completes the proof of Step 1. In particular, \( \| u(2\varepsilon) \|_{H^{2\alpha}(\mathbb{R}^N)} \leq \frac{z_0}{2\varepsilon} \), which will be used in Step 2.

**Step 2.** Estimate for longer times. As in Step 1, from the variations of constants formula, now for times \( 2\varepsilon < t < T \leq \infty \), we have

\[
\| u(t) \|_{H^{2\alpha}(\mathbb{R}^N)} \leq ce^{-\omega(t-2\varepsilon)}\| u(2\varepsilon) \|_{H^{2\alpha}(\mathbb{R}^N)} + c \int_{2\varepsilon}^{t} e^{-\omega(t-r)} \left( \| g \|_{L^\infty(\mathbb{R}^N)} + \| u(r) \|_{L^\infty(\mathbb{R}^N)} \right) dr \\
+ c \int_{2\varepsilon}^{t} \frac{e^{-\omega(t-r)}}{(t - r)^{\alpha - \zeta}} \| u(r) \|_{L^\infty(\mathbb{R}^N)}^{\theta \rho} dr, \quad t \in (2\varepsilon, T).
\]

Using again the Nirenberg-Gagliardo inequality we get now

\[
\| u(t) \|_{H^{2\alpha}(\mathbb{R}^N)} \leq c \left( \| u(2\varepsilon) \|_{H^{2\alpha}(\mathbb{R}^N)} + \| g \|_{L^\infty(\mathbb{R}^N)} + \| u \|_{L^\infty((2\varepsilon, T), L^\infty(\mathbb{R}^N))} \right) \\
+ c \int_{2\varepsilon}^{t} \frac{e^{-\omega(t-r)}}{(t - r)^{\alpha - \zeta}} \| u(r) \|_{H^{2\alpha}(\mathbb{R}^N)}^{\theta \rho} \| u(r) \|_{L^\infty(\mathbb{R}^N)}^{(1-\theta)\rho} dr \\
\leq \hat{a} + \hat{b} \int_{2\varepsilon}^{t} \frac{e^{-\omega(t-r)}}{(t - r)^{\alpha - \zeta}} \| u(r) \|_{H^{2\alpha}(\mathbb{R}^N)}^{\theta \rho} dr, \quad t \in (2\varepsilon, T),
\]

where, using the bound in Step 1,

\[ \hat{a} := c(\varepsilon^{-\alpha}z_0 + \| g \|_{L^\infty(\mathbb{R}^N)} + \| u \|_{L^\infty((2\varepsilon, T), L^\infty(\mathbb{R}^N))}), \quad \hat{b} := c\| u \|_{L^\infty((2\varepsilon, T), L^\infty(\mathbb{R}^N))}^{(1-\theta)\rho}.
\]

Letting now

\[ \hat{\varepsilon}(t) := \sup_{r \in (2\varepsilon, t]} \| u(r) \|_{H^{2\alpha}(\mathbb{R}^N)}, \quad t \in (2\varepsilon, T), \]

we obtain that \( \hat{\varepsilon}(t) \) satisfies

\[ 0 \leq \hat{\varepsilon}(t) \leq \hat{a} + \hat{b}\frac{\Gamma(1 - \alpha + \zeta)}{\omega^{1-\alpha+\zeta}} \hat{\varepsilon}(t), \]

and thus, since \( \theta \rho < 1 \),

\[ 0 \leq \hat{\varepsilon}(t) \leq \hat{z}_0, \]

where \( \hat{z}_0 \) is the unique positive root of \( \hat{z} = \hat{a} + \hat{b}\frac{\Gamma(1-\alpha+\zeta)}{\omega^{1-\alpha+\zeta}} \hat{z}^{\theta \rho} \). Therefore,

\[ \| u(t) \|_{H^{2\alpha}(\mathbb{R}^N)} \leq \hat{z}_0, \quad 2\varepsilon < t < T, \]

which completes the proof of (3.3).
Remark 3.4. Observe that, (3.2) implies that $1 + \frac{4p}{N} > \rho$. Therefore, according to Theorem 2.4, (3.2) can be read as (1.1) being subcritical in $L^s_0(\mathbb{R}^N)$.

Now we prove the following result, whose first part applies to any local solution of (1.1) which lies in $L^2(\mathbb{R}^N)$. Note that this solution could be a local solution with initial data in $L^2(\mathbb{R}^N)$, as in Theorem 2.4, with $p = 2$ or a local solution with initial data in $H^2_p(\mathbb{R}^N)$ as in Theorem 2.5, with $p > 1$ such that $H^2_p(\mathbb{R}^N) \subset L^2(\mathbb{R}^N)$, that is $\frac{2N}{N+4} \leq p < 2$.

Proposition 3.5. Assume (4.6)–(4.9), that is

$$vf(x,v) \leq C(x)v^2 + D(x)|v|, \quad x \in \mathbb{R}^N, \; v \in \mathbb{R},$$

with $C$ and $D$ as in (4.9) and (4.8). Then

i) If $u(t)$ is a local solution in $L^2(\mathbb{R}^N)$, the norm of $u(t)$ in $L^2(\mathbb{R}^N)$ does not blow–up in finite time.

ii) Additionally, assume conditions (1.2)–(1.5), (1.10), (1.11) and

$$\rho < 1 + \frac{8}{N} = \rho^1_c \tag{3.5}$$

then the local solutions of (1.1) for $u_0 \in L^2(\mathbb{R}^N)$ as in Theorem 2.4, with $p = 2$, are globally defined. In particular

$$S(t)u_0 = u(t;u_0) \quad t \geq 0$$

defines a strongly continuous semigroup in $L^2(\mathbb{R}^N)$.

Proof: Multiplying (1.1) by $u$, using (1.6), (1.8) and the embedding $H^2(\mathbb{R}^N) \hookrightarrow L^s(\mathbb{R}^N)$ we have

$$\frac{1}{2} \frac{d}{dt} \|u\|^2_{L^2(\mathbb{R}^N)} + \|\Delta u\|^2_{L^2(\mathbb{R}^N)} \leq \int_{\mathbb{R}^N} C(x)u^2 + \int_{\mathbb{R}^N} D(x)|u|$$

$$\leq \int_{\mathbb{R}^N} C(x)u^2 + \|D\|_{L^\infty(\mathbb{R}^N)} \|u\|_{H^2_p(\mathbb{R}^N)}.$$ 

Taking into account that the norm $\|\Delta u\|_{L^2(\mathbb{R}^N)} + \|u\|_{L^2(\mathbb{R}^N)}$ is equivalent to the norm in $H^2(\mathbb{R}^N)$ and using Cauchy inequality we get, for any $\varepsilon > 0$,

$$\frac{1}{2} \frac{d}{dt} \|u\|^2_{L^2(\mathbb{R}^N)} + \|\Delta u\|^2_{L^2(\mathbb{R}^N)} \leq \int_{\mathbb{R}^N} C(x)u^2 + \frac{c}{\varepsilon} \|D\|^2_{L^\infty(\mathbb{R}^N)} + \frac{\varepsilon}{2} (\|\Delta u\|^2_{L^2(\mathbb{R}^N)} + \|u\|^2_{L^2(\mathbb{R}^N)}).$$

Rewriting the above inequality as

$$\frac{1}{2} \frac{d}{dt} \|u\|^2_{L^2(\mathbb{R}^N)} + \frac{\varepsilon}{2} \|\Delta u\|^2_{L^2(\mathbb{R}^N)} + \left(1 - \varepsilon\right) \|\Delta u\|^2_{L^2(\mathbb{R}^N)} - \int_{\mathbb{R}^N} C(x)u^2 \leq \frac{c}{\varepsilon} \|D\|^2_{L^\infty(\mathbb{R}^N)} + \frac{\varepsilon}{2} \|u\|^2_{L^2(\mathbb{R}^N)}$$

and using Lemma 2.3 we get

$$\frac{d}{dt} \|u\|^2_{L^2(\mathbb{R}^N)} + \varepsilon \|\Delta u\|^2_{L^2(\mathbb{R}^N)} + \omega \int_{\mathbb{R}^N} u^2 \leq \frac{2c}{\varepsilon} \|D\|^2_{L^\infty(\mathbb{R}^N)}$$

(3.6)

for some $\omega \in \mathbb{R}$. Thus Gronwall’s lemma gives the bound of the $L^2(\mathbb{R}^N)$ norm of $u$ on finite time intervals, which proves i).

For ii) note that since $\rho$ satisfies (3.5), then (2.7) implies that the solutions are global. \(\square\)

Now if we assume some more dissipativity we get
Theorem 3.6. Under the assumptions of Proposition 3.5 assume furthermore that (2.3) holds for some \( \omega_0 > 0 \).

Then there exist bounded absorbing sets in \( L^2(\mathbb{R}^N) \), in \( L^\infty(\mathbb{R}^N) \) and in \( H^2(\mathbb{R}^N) \), for any \( 2 \leq \tau < \infty \) and \( \sigma \leq 4\beta^*(\tau) = 4 + \left( \frac{N}{\tau} - \frac{N}{\tau} \right) \), for the semigroup of solutions in \( L^2(\mathbb{R}^N) \) defined in part ii) of Proposition 3.5. That is, if \( X \) denotes any of the spaces above, there exists an \( R_0 > 0 \) such that for any bounded set \( B \subset L^2(\mathbb{R}^N) \) of initial data of (1.1), there exists \( T = T(B) \) such that

\[
\|u(t; u_0)\|_X \leq R_0 \quad \text{for all } t \geq T.
\]

In particular, the norm of all equilibria of (1.1) is bounded in \( X \) by \( R_0 \).

Furthermore, for \( t > 0 \), the semigroup \( S(t) \) is bounded from \( L^2(\mathbb{R}^N) \) into \( X \).

Proof: Proceeding as in Proposition 3.5 and using Lemma 2.3 with sufficiently small \( \varepsilon > 0 \), we get (3.6) with some \( \omega > 0 \). Gronwall’s Lemma now implies that

\[
\|u\|_{L^2(\mathbb{R}^N)}^2 \leq \|u_0\|_{L^2(\mathbb{R}^N)}^2 e^{-\omega t} + \frac{2c}{\varepsilon \omega} \|D\|_{L^\infty(\mathbb{R}^N)}^2 \|D\|_{L^\infty(\mathbb{R}^N)}, \quad t \geq 0,
\]

which gives the result in \( L^2(\mathbb{R}^N) \). Then, Proposition 3.3 with \( s_0 = 2 \) and Proposition 3.2 give the result in the other spaces. The rest is immediate.

Now we turn into some estimates in \( H^2(\mathbb{R}^N) \) of the solutions. For this the arguments are based in using the functional

\[
E(\phi) := \frac{1}{2} \int_{\mathbb{R}^N} |\Delta \phi|^2 - \int_{\mathbb{R}^N} F(x, \phi), \quad \phi \in H^2(\mathbb{R}^N)
\]

with \( F(x, u) = \int_0^u f(x, s) \, ds \), which will be shown below to be a suitable energy functional for (1.1) in \( H^2(\mathbb{R}^N) \).

First observe that from (1.2) and (1.4) we get \( F(x, u) = g(x)u + m(x)u^2 + F_0(x, u) \). If (1.5) is satisfied then

\[
|F_0(x, u)| \leq c(u^2 + |u|^\rho+1).
\]

Hence, if \( N \leq 3 \), or if \( N \geq 4 \) and \( \rho < \rho_c^* = 1 + \frac{N}{N-4} \) then \( F_0(\cdot, u) \in L^1(\mathbb{R}^N) \). Also from part iv) in Remark 2.2 we have that \( mu^2 \in L^1(\mathbb{R}^N) \). Therefore \( E \) is well defined on \( H^2(\mathbb{R}^N) \).

Lemma 3.7. Assume \( u(t) \) is a local solution in \( H^2(\mathbb{R}^N) \). Then as long as it exists, it satisfies the estimates

\[
E(u(t; u_0)) \leq E(u(s; u_0)) \quad t \geq s
\]

\[
\int_s^t \|u_r(r)\|_{L^2(\mathbb{R}^N)}^2 \, dr + E(u(t; u_0)) = E(u(s; u_0)) \quad t \geq s.
\]

Proof: Multiplying (1.1) by \( u_t \) we obtain

\[
\frac{d}{dt} E(u(t)) = -\|u_t(t)\|_{L^2(\mathbb{R}^N)}^2 \leq 0. \tag*{□}
\]

We now prove that the energy is bounded below.
Lemma 3.8. Suppose that the conditions (1.6)–(1.9) hold.
Then there are positive constants $c_1, c_3$ and $c_2 \in \mathbb{R}$ such that
\[
c_1 \int_{\mathbb{R}^N} |\Delta \phi|^2 + c_2 \int_{\mathbb{R}^N} |\phi|^2 - c_3 \leq E(\phi), \quad \phi \in H^2(\mathbb{R}^N).
\]
If in addition, (2.3) holds for some $\omega_0 > 0$, then
\[
a_1 \|\phi\|^2_{H^2(\mathbb{R}^N)} - a_2 \leq E(\phi), \quad \phi \in H^2(\mathbb{R}^N).
\]
for some positive constants $a_1, a_2$.

Proof: By assumption on the nonlinear term we have
\[
F(x, u) = \int_0^u f(x, s) \, ds \leq \frac{1}{2} C(x) u^2 + D(x) |u|, \quad u \in \mathbb{R}
\]
and hence
\[
2E(\phi) \geq \int_{\mathbb{R}^N} |\Delta \phi|^2 - \int_{\mathbb{R}^N} C(x) \phi^2 - 2 \int_{\mathbb{R}^N} D(x) |\phi|, \quad \phi \in H^2(\mathbb{R}^N).
\]
Using (1.8), Hölder’s inequality, the embedding $H^2(\mathbb{R}^N) \hookrightarrow L^4(\mathbb{R}^N)$ and taking into account that the norm $\|\Delta \phi\|_{L^2(\mathbb{R}^N)} + \|\phi\|_{L^2(\mathbb{R}^N)}$ is equivalent to the $H^2(\mathbb{R}^N)$ norm we get
\[
2E(\phi) \geq \int_{\mathbb{R}^N} |\Delta \phi|^2 - \int_{\mathbb{R}^N} C(x) \phi^2 - 2 \|D\|_{L^4(\mathbb{R}^N)} \|\phi\|_{L^4(\mathbb{R}^N)}
\geq \int_{\mathbb{R}^N} |\Delta \phi|^2 - \int_{\mathbb{R}^N} C(x) \phi^2 - \frac{c}{\varepsilon} \|D\|_{L^4(\mathbb{R}^N)}^2 - \frac{\varepsilon}{2} (\|\Delta \phi\|^2_{L^2(\mathbb{R}^N)} + \|\phi\|^2_{L^2(\mathbb{R}^N)}),
\]
which we rewrite as
\[
2E(\phi) \geq \frac{\varepsilon}{2} \|\Delta \phi\|^2_{L^2(\mathbb{R}^N)} + \int_{\mathbb{R}^N} ((1 - \varepsilon) |\Delta \phi|^2 - C(x) \phi^2) - \frac{c}{\varepsilon} \|D\|^2_{L^4(\mathbb{R}^N)} - \frac{\varepsilon}{2} \|\phi\|^2_{L^2(\mathbb{R}^N)}.
\]
Now using Lemma 2.3 with $\varepsilon > 0$ small enough we obtain
\[
2E(\phi) \geq \frac{\varepsilon}{2} \|\Delta \phi\|^2_{L^2(\mathbb{R}^N)} + \omega \|\phi\|^2_{L^2(\mathbb{R}^N)} - \frac{c}{\varepsilon} \|D\|^2_{L^4(\mathbb{R}^N)}
\]
with some $\omega \in \mathbb{R}$ which is positive if (2.3) holds for some $\omega_0 > 0$.

In this case, in particular, the solutions of (1.1) are global and define a nonlinear semigroup in $H^2(\mathbb{R}^N)$. Namely, the following result holds.

Theorem 3.9. Assume conditions (1.2)–(1.4), (1.10), (1.11), (1.6)–(1.9) hold, that is
\[
vf(x, v) \leq C(x) v^2 + D(x) |v|, \quad x \in \mathbb{R}^N, \quad v \in \mathbb{R}.
\]
with $C$ and $D$ as in (1.9) and (1.8).
If $N \geq 4$ assume moreover that (1.5) holds with
\[
\rho < \rho_c^2 = 1 + \frac{8}{N - 4}.
\]
i) Then the local solutions of (1.1) for $u_0 \in H^2(\mathbb{R}^N)$ as in Theorem 2.5 with $p = 2$ are globally defined. In particular
\[
S(t)u_0 = u(t; u_0) \quad t \geq 0
\]
defines a strongly continuous semigroup in $H^2(\mathbb{R}^N)$.

Assume, in addition, that (2.3) holds for some $\omega_0 > 0$. Then

ii) The orbits of bounded sets in $H^2(\mathbb{R}^N)$ for $\{S(t) : t \geq 0\}$ are almost immediately bounded in $L^\infty(\mathbb{R}^N)$ and in $H_\tau^\sigma(\mathbb{R}^N)$, for any $2 \leq \tau < \infty$ and $\sigma \leq 4\beta^*(\tau) = 4 + \left(\frac{N}{\tau} - \frac{N}{\tau^2}\right)$. That is, if $X$ denotes any of the spaces above, for any bounded set $B \subset H^2(\mathbb{R}^N)$ of initial data of (1.1) and any $\varepsilon > 0$, there exists $K = K(B)$ such that

$$\|u(t; u_0)\|_X \leq K \quad \text{for all } u_0 \in B \text{ and } t \geq \varepsilon.$$

iii) There is a bounded absorbing set in $L^2(\mathbb{R}^N)$. That is, there exist an $R_0 > 0$ such that for any bounded set $B \subset H^2(\mathbb{R}^N)$ of initial data of (1.1), there exists $T = T(B)$ such that

$$\|u(t; u_0)\|_{L^2(\mathbb{R}^N)} \leq R_0 \quad \text{for all } t \geq T.$$

iv) The set of equilibria of (1.1) is a bounded set in $L^\infty(\mathbb{R}^N)$ and in $H_\tau^\sigma(\mathbb{R}^N)$, for any $2 \leq \tau < \infty$ and $\sigma \leq 4\beta^*(\tau) = 4 + \left(\frac{N}{\tau} - \frac{N}{\tau^2}\right)$.

**Proof:** From Lemmas 3.7 and 3.8 we have, for $t \geq 0$,

$$c_1 \int_{\mathbb{R}^N} |\Delta u(t; u_0)|^2 + c_2 \int_{\mathbb{R}^N} |u(t; u_0)|^2 - c_3 \leq E(u(t; u_0)) \leq E(u_0)$$

with $c_1, c_2 > 0$ while from part i) of Proposition 3.5 we get a bound in finite time of the $L^2(\mathbb{R}^N)$ norm. Hence, we have bounds in finite time of the $H^2(\mathbb{R}^N)$ norm and since $\rho < \rho_c^2 = 1 + \frac{8}{N-4}$ we get i) (see (2.8)).

If in addition, (2.3) holds for some $\omega_0 > 0$ from Lemma 3.8

$$a_1\|u(t; u_0)\|^2_{H^2(\mathbb{R}^N)} - a_2 \leq E(u(t; u_0)) \leq E(u_0)$$

with $a_1, a_2 > 0$, and then orbits of bounded sets in $H^2(\mathbb{R}^N)$ are bounded in $H^2(\mathbb{R}^N)$. If $N \leq 3$ this already implies a bound for $u$ in $L^\infty(\mathbb{R}^N) \cap L^2(\mathbb{R}^N)$. Then since $g \in L^\tau(\mathbb{R}^N)$ for any $2 \leq \tau < \infty$ Proposition 3.2 gives the result for all $2 \leq \tau < \infty$.

If $N \geq 5$ we have $H^2(\mathbb{R}^N) \subset L^{\frac{2N}{2N-4}}(\mathbb{R}^N) \cap L^2(\mathbb{R}^N)$. Hence, Proposition 3.3 with any $2 \leq s_0 \leq \frac{2N}{2N-4}$ satisfying (3.2), gives $L^\infty(\mathbb{R}^N)$-bound on the solutions. Note that we can use Proposition 3.3 with $s_0$ as above because $\rho < \rho_c^2$. Again, since $g \in L^\tau(\mathbb{R}^N)$ for any $2 \leq \tau < \infty$ and we now have $L^2(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N)$-bound on the solutions, Proposition 3.2 gives the result for all $2 \leq \tau < \infty$.

If $N = 4$ we proceed as above with any $s_0 < \infty$ satisfying (3.2).

Note that part iii) follows from (3.6)–(3.7) which still hold.

Finally, note that from (3.6), for any equilibrium of (1.1) we get

$$\varepsilon \|\Delta u\|^2_{L^2(\mathbb{R}^N)} + \omega \|u\|^2_{L^2(\mathbb{R}^N)} \leq \frac{2c}{\varepsilon} \|D\|^2_{L^2(\mathbb{R}^N)}$$

with $\omega > 0$, which gives the bound in $H^2(\mathbb{R}^N)$. Again Propositions 3.3 and 3.2 as above gives iv). \(\square\)

**Remark 3.10.** Note that if (2.3) holds for some $\omega_0 > 0$ then the energy in (3.8) is a Lyapunov function for the semigroup $\{S(t) : t \geq 0\}$ in $H^2(\mathbb{R}^N)$, in the sense of [16, pp. 49-50]; that is,
(i) \( E : H^2(\mathbb{R}^N) \to \mathbb{R} \) is bounded below,
(ii) \( E(u_0) \to \infty \) as \( \|u_0\|_{H^2(\mathbb{R}^N)} \to \infty \),
(iii) \( E(S(t)u_0) \) is nonincreasing in \( t \) for each \( u_0 \in H^2(\mathbb{R}^N) \),
(iv) if \( u_0 \) is such that \( S(t)u_0 \) is defined for all \( t \in \mathbb{R} \) and \( E(S(t)u_0) = E(u_0) \) for \( t \in \mathbb{R} \) then \( u_0 \) is an equilibrium point.

With this, to conclude the existence of a global attractor it is enough to establish a suitable dissipativeness and asymptotic compactness property of the solutions (see [16]). This will be our main concern in the next section.

To conclude this section, observe that combining the arguments in Proposition 3.3 and in Theorem 3.9 we get the following result for the critical case in \( L^2(\mathbb{R}^N) \).

**Theorem 3.11.** Assume conditions (1.2)-(1.4), (1.10), (1.11) and (1.6)-(1.9) hold, that is
\[
vf(x, v) \leq C(x)v^2 + D(x)|v|, \quad x \in \mathbb{R}^N, \; v \in \mathbb{R},
\]
with \( C \) and \( D \) as in (1.9) and (1.8), and assume moreover that (1.5) holds with
\[
\rho = \rho^1 = 1 + \frac{8}{N}.
\]

Then the local solutions of (1.1) for \( u_0 \in L^2(\mathbb{R}^N) \) as in Theorem 2.4 with \( p = 2 \) are globally defined. In particular
\[
S(t)u_0 = u(t; u_0) \quad t \geq 0
\]
defines a strongly continuous semigroup in \( L^2(\mathbb{R}^N) \).

Moreover, for any \( t > 0 \), \( S(t) : L^2(\mathbb{R}^N) \to H^2(\mathbb{R}^N) \) is bounded.

**Proof:** Consider a local solution for \( u_0 \in L^2(\mathbb{R}^N) \) as in Theorem 2.4 with \( p = 2 \). Then (3.6) implies that for any \( 0 < t_1 < t_2 < \infty \) such that the solution exist in \([0, t_2]\) we have
\[
\int_{t_1}^{t_2} \|u(t)\|_{H^2(\mathbb{R}^N)}^2 \leq C(t_2, \|u_0\|_{L^2(\mathbb{R}^N)}).
\]

Hence the mean value theorem for the integral implies that there exists some intermediate time \( 0 < t_1 < \delta < t_2 < \infty \) such that
\[
\|u(\delta)\|_{H^2(\mathbb{R}^N)}^2 \leq \frac{C(t_2, \|u_0\|_{L^2(\mathbb{R}^N)})}{t_2 - t_1}.
\]

Now, we can apply part i) in Theorem 3.9 to get that the solution is global. For this note that for \( N \geq 4 \) we have \( \rho^1 = 1 + \frac{8}{N} < \rho^2 = 1 + \frac{8}{N-4} \). In particular note that at \( t = t_2 \) we get a bound on \( \|u(t_2)\|_{H^2(\mathbb{R}^N)}^2 \) depending on \( \|u_0\|_{L^2(\mathbb{R}^N)} \) and \( t_2 \) itself.

Note now that again (3.6) implies that for any \( t > 0 \), \( S(t) : L^2(\mathbb{R}^N) \to L^2(\mathbb{R}^N) \) is bounded, and the argument above proves that for any \( t > 0 \), \( S(t) : L^2(\mathbb{R}^N) \to H^2(\mathbb{R}^N) \) is bounded. \( \square \)

Now we show another situation in which (1.1) defines a semigroup in \( L^2(\mathbb{R}^N) \), even for some supercritical cases in \( L^2(\mathbb{R}^N) \). For this, we will assume a one side monotonicity condition of the form
\[
\frac{\partial f}{\partial u}(x, u) \leq L(x), \quad x \in \mathbb{R}^N, u \in \mathbb{R},
\]
with a certain
\[ L \in L^\sigma_U(\mathbb{R}^N), \sigma > \max\left\{ \frac{N}{4}, 1 \right\}. \]  
(3.10)

Namely, the following result holds.

**Theorem 3.12.** Assume conditions \((1.2)-(1.4), (1.10), (1.11)\) and assume \((3.9)\) and \((3.10)\).

If \(N \geq 4\) assume moreover that \((1.5)\) holds with
\[ \rho < \rho_c^2 = 1 + \frac{8}{N - 4}. \]

Then
i) Part i) of Theorem 3.9 applies for initial data in \(H^2(\mathbb{R}^N)\). Hence \((1.1)\) defines a semigroup \(\{S(t) : t \geq 0\}\) in \(H^2(\mathbb{R}^N)\).

ii) The semigroup \(\{S(t) : t \geq 0\}\) extends uniquely to a semigroup in \(L^2(\mathbb{R}^N)\) and for any \(t > 0\), \(S(t) : L^2(\mathbb{R}^N) \to H^2(\mathbb{R}^N)\) is bounded.

**Proof:** Note that from \((3.9)\) we have
\[ vf(x, v) \leq L(x)v^2 + |g(x)||v|, \ x \in \mathbb{R}^N, \ v \in \mathbb{R}, \]
that is \((1.6)\) holds with \(C(x) = L(x)\) and \(D(x) = |g(x)|\), which satisfy \((1.9)\) and \((1.8)\).
Therefore part i) of Theorem 3.9 applies and we get i).

Now take \(u_0^1, u_0^2 \in H^2(\mathbb{R}^N)\) and set \(z(t) := S(t)u_0^1 - S(t)u_0^2\) for \(t \geq 0\). Then from \((1.1)\)
\[ z_t + \Delta^2 z = f(x, S(t)u_0^1) - f(x, S(t)u_0^2), \ t > 0. \]

Multiplying this equation by \(z\), integrating over \(\mathbb{R}^N\) and using \((3.9)\), we have
\[ \frac{1}{2} \frac{d}{dt} \|z\|^2_{L^2(\mathbb{R}^N)} + \|\Delta z\|^2_{L^2(\mathbb{R}^N)} \leq \int_{\mathbb{R}^N} L(x)|z|^2. \]

Finally, applying Lemma 2.3, we obtain for small enough \(\varepsilon > 0\)
\[ \frac{1}{2} \frac{d}{dt} \|z\|^2_{L^2(\mathbb{R}^N)} + \varepsilon \|\Delta z\|^2_{L^2(\mathbb{R}^N)} + \omega\|z\|^2_{L^2(\mathbb{R}^N)} \leq 0 \]
(3.11)
with a certain \(\omega \in \mathbb{R}\). Thus for any \(T > 0\),
\[ \|S(t)u_0^1 - S(t)u_0^2\|_{L^2(\mathbb{R}^N)} \leq c(T)\|u_0^1 - u_0^2\|_{L^2(\mathbb{R}^N)}, \ 0 \leq t \leq T \]
and
\[ \|S(t)u_0^1 - S(t)u_0^2\|_{L^2((0,T],H^2(\mathbb{R}^N))} \leq c(T)\|u_0^1 - u_0^2\|_{L^2(\mathbb{R}^N)}, \ 0 \leq t \leq T. \]

Thus, the semigroup can be extended uniquely to \(L^2(\mathbb{R}^N)\).

Proceeding now as in the proof of Theorem 3.11 we get that for any \(t > 0\), \(S(t) : L^2(\mathbb{R}^N) \to H^2(\mathbb{R}^N)\) is bounded. \(\square\)

**Remark 3.13.** i) Note that this last result applies for example when
\[ f(x, v) = m(x)v - v|v|^\rho - 1, \ x \in \mathbb{R}^N, v \in \mathbb{R}, \]
even with
\[ \rho_c^1 = 1 + \frac{8}{N} < \rho \]
and, if $N \geq 5$,

$$\rho < \rho_c^2 = 1 + \frac{8}{N - 4}$$

which is supercritical in $L^2(\mathbb{R}^N)$, although subcritical in $H^2(\mathbb{R}^N)$.

ii) Note that a very similar argument is carried out for reaction diffusion equations in [2]. However in that paper no upper bound on $\rho$ is need for any dimension $N$. This is due to the fact that for reaction diffusion equations, due to the maximum principle, condition (3.9) implies that solutions corresponding to very smooth initial data are globally defined. Here we rely on part i) in Theorem 3.9 to obtain global solutions for $H^2(\mathbb{R}^N)$ instead.

For both cases of the semigroup constructed in Theorem 3.11 and Theorem 3.12, we have

**Theorem 3.14.** Assume conditions (1.2)-(1.4), (1.10), (1.11) and (1.6)-(1.9) hold, that is

$$vf(x,v) \leq C(x)v^2 + D(x)|v|, \quad x \in \mathbb{R}^N, \quad v \in \mathbb{R}.$$  

with $C$ and $D$ as in (1.9) and (1.8).

Assume, in addition that (2.3) holds for some $\omega_0 > 0$.

Then for both the semigroups constructed in Theorems 3.11 and 3.12, we have

i) The orbits of bounded sets in $L^2(\mathbb{R}^N)$ for $\{S(t) : t \geq 0\}$ are almost immediately bounded in $L^\infty(\mathbb{R}^N)$ and in $H^\sigma_\tau(\mathbb{R}^N)$, for any $2 \leq \tau < \infty$ and $\sigma \leq 4 \beta^*(\tau) = 4 + \left(\frac{N}{\tau} - \frac{N}{\tau} \right)$. That is, if $X$ denotes any of the spaces above, for any bounded set $B \subset L^2(\mathbb{R}^N)$ of initial data of (1.1) and any $\varepsilon > 0$, there exists $K = K(B)$ such that

$$\|u(t; u_0)\|_X \leq K \quad \text{for all } u_0 \in B \text{ and } t \geq \varepsilon.$$  

ii) There is a bounded absorbing set in $L^2(\mathbb{R}^N)$. That is, there exist an $R_0 > 0$ such that for any bounded set $B \subset L^2(\mathbb{R}^N)$ of initial data of (1.1), there exists $T = T(B)$ such that

$$\|u(t; u_0)\|_{L^2(\mathbb{R}^N)} \leq R_0 \quad \text{for all } t \geq T.$$  

iii) The set of equilibria of (1.1) is a bounded set in $L^\infty(\mathbb{R}^N)$ and in $H^\sigma_\tau(\mathbb{R}^N)$, for any $2 \leq \tau < \infty$ and $\sigma \leq 4 \beta^*(\tau) = 4 + \left(\frac{N}{\tau} - \frac{N}{\tau} \right)$.

**Proof:** In both cases of Theorems 3.11 and 3.12 the result follows from Theorem 3.9 since for any $t > 0$, $S(t) : L^2(\mathbb{R}^N) \to H^2(\mathbb{R}^N)$ is bounded. \hfill $\Box$

**4. Long time behavior of the solutions**

In this section we investigate the dissipative mechanism for (1.1) and prove the existence of a global attractor. For this, after either Theorem 3.6, Theorem 3.14 or Theorem 3.9 it remains to show that the semigroup defined by (1.1) in $L^2(\mathbb{R}^N)$, or $H^2(\mathbb{R}^N)$ respectively, is asymptotically compact, see [16].

First we will show the asymptotic compactness in $L^\tau(\mathbb{R}^N)$ for any $2 \leq \tau < \infty$. For this, we will use a suitable cut-off function as in [23] (see also [2, 13]), to show that the solutions of (1.1) become small “as $|x| \to \infty$” uniformly for large values of time and for bounded sets of initial data.
After this is done we will use the variation of constants formula to prove that this property actually holds in $H^{\sigma}_r(\mathbb{R}^N)$ for every $2 \leq \tau < \infty$ and $\sigma < 4\beta^*_r(\tau) = 4 + \left(\frac{N}{\tau} - \frac{N}{r}\right)_-.$

**Lemma 4.1.** Under the assumptions of either Theorem 3.6, Theorem 3.14 or Theorem 3.9, for each $B$ bounded in $L^2(\mathbb{R}^N)$, or in $H^2(\mathbb{R}^N)$ respectively, and for arbitrarily chosen $\varepsilon > 0$ there exist certain $t_0 > 0$ and $R > 0$ such that

$$\sup_{u_0 \in B} \sup_{t \geq t_0} \|u(t; u_0)\|_{L^\tau(|x| > R)} < \varepsilon$$

for any $2 \leq \tau < \infty$.

**Proof:** Note that from Theorem 3.6, Theorem 3.14 or Theorem 3.9 we have bounds of the orbit of $B$ in $H^2(\mathbb{R}^N)$ and in $L^\infty(\mathbb{R}^N)$. In particular it is enough to prove the result for $\tau = 2$.

Chose any smooth function $\theta_0 : [0, \infty) \to [0, 1]$ such that $\theta_0(z) = 0$ for $z \in [0, 1]$ and $\theta_0(z) = 1$ for $z \geq 2$. Let $\theta(z) = \theta_0(z)$ for $z \geq 0$ and define

$$\phi_k(x) = \theta\left(\frac{|x|^2}{k^2}\right), \quad x \in \mathbb{R}^N, \quad k = 1, 2, \ldots.$$

Multiplying (1.1) by $u\phi_k$ we have

$$\frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^N} u^2 \phi_k + \int_{\mathbb{R}^N} |\Delta u|^2 \phi_k = - \int_{\mathbb{R}^N} \Delta u (u \Delta \phi_k - 2\nabla \phi_k \cdot \nabla u) + \int_{\mathbb{R}^N} uf(x, u) \phi_k$$

$$=: J_1 + J_2. \quad (4.2)$$

Now, as a consequence of the bounds in $H^2(\mathbb{R}^N)$ and properties of $\phi_k$ there exists a constant $c > 0$ such that

$$J_1 = - \int_{\mathbb{R}^N} \Delta u (u \Delta \phi_k - 2\nabla \phi_k \cdot \nabla u) \leq \frac{c}{k}.$$

Also, since

$$\Delta (u \phi_k^{\frac{1}{2}}) = \phi_k^{\frac{1}{2}} \Delta u + 2\nabla u \cdot \nabla (\phi_k^{\frac{1}{2}}) + u \Delta (\phi_k^{\frac{1}{2}}),$$

then using again the bounds in $H^2(\mathbb{R}^N)$, we obtain that there is a certain constant, which we again denote by $c$, such that

$$\int_{\mathbb{R}^N} |\Delta u|^2 \phi_k = \int_{\mathbb{R}^N} (\Delta (u \phi_k^{\frac{1}{2}}) - 2\nabla u \cdot \nabla (\phi_k^{\frac{1}{2}}) - u \Delta (\phi_k^{\frac{1}{2}}))^2$$

$$\geq \int_{\mathbb{R}^N} |\Delta (u \phi_k^{\frac{1}{2}})|^2 - \frac{c}{k}.$$

On the other hand, applying (1.6), we get

$$J_2 = \int_{\mathbb{R}^N} uf(x, u) \phi_k \leq \int_{\mathbb{R}^N} C(x)(u \phi_k^{\frac{1}{2}})^2 + \int_{\mathbb{R}^N} D(x)|u|\phi_k.$$

Hence, (4.2) transforms into

$$\frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^N} u^2 \phi_k + \int_{\mathbb{R}^N} |\Delta (u \phi_k^{\frac{1}{2}})|^2 \leq \int_{\mathbb{R}^N} C(x)(u \phi_k^{\frac{1}{2}})^2 + \int_{\mathbb{R}^N} D(x)|u|\phi_k + 2\frac{c}{k}. \quad (4.3)$$
We next estimate the integral $\int_{R^N} D(x)|u|\phi_k$ by $\|D\phi_k\|_{L^2(R^N)}\|u\phi_k\|_{L^2(R^N)}$, and from (1.8) after using the embedding $H^2(R^N) \rightarrow L^s(R^N)$ and an equivalent norm in $H^2(R^N)$, this can be bounded by $c\|D\phi_k\|_{L^2(R^N)}(\|\Delta(u\phi_k)\|_{L^2(R^N)} + \|u\phi_k\|_{L^2(R^N)})$. Hence we get

$$\int_{R^N} D(x)|u|\phi_k \leq \frac{\delta}{2}\|\Delta(u\phi_k)\|_{L^2(R^N)}^2 + \|u\phi_k\|_{L^2(R^N)}^2 + \frac{c^2}{\delta}\|D\phi_k\|_{L^2(R^N)}^2, \quad (4.4)$$

From (4.3)–(4.4), we have for $\delta > 0$

$$\frac{1}{2}\frac{d}{dt}\|u\phi_k\|_{L^2(R^N)}^2 + \frac{\delta}{2}\|\Delta(u\phi_k)\|_{L^2(R^N)}^2 + \left(1 - \frac{\delta}{2}\right)\|\Delta(u\phi_k)\|_{L^2(R^N)}^2 - \int_{R^N} C(x)(u\phi_k)^2 \leq \frac{c^2}{\delta}\|D\phi_k\|_{L^2(R^N)}^2 + \frac{2c}{k}$$

and using Lemma [2.3] with $\delta > 0$ small enough we infer that

$$\frac{1}{2}\frac{d}{dt}\|u\phi_k\|_{L^2(R^N)}^2 + \frac{\delta}{2}\|\Delta(u\phi_k)\|_{L^2(R^N)}^2 + \omega\|u\phi_k\|_{L^2(R^N)}^2 \leq \frac{c^2}{\delta}\|D\phi_k\|_{L^2(R^N)}^2 + \frac{2c}{k}$$

with $\omega > 0$. We thus observe that

$$z_k(t) := \|u(t)\phi_k\|_{L^2(R^N)}^2$$

satisfies the differential inequality

$$z'_k + \omega z_k \leq c_k,$$

with $\omega > 0$, where

$$c_k = \frac{4c}{k} + \frac{2c^2}{\delta}\left(\int_{|x| > k}\frac{1}{x^2}\right) \rightarrow 0 \quad \text{as} \quad k \rightarrow \infty.$$

Thus (4.1) follows now using Gronwall’s inequality. $\square$

**Lemma 4.2.** Under the assumption of Lemma 4.1 each sequence of the form $\{S(t_n)u_0\}$, where $\{u_0\}$ is bounded in $L^2(R^N)$, or in $H^2(R^N)$ respectively, and $t_n \rightarrow \infty$, has a subsequence convergent in $L^r(R^N)$ for any $2 \leq r < \infty$.

**Proof:** Given any $\varepsilon > 0$, we know from Lemma 4.1 that there is a certain $k_0, \hat{N} \in N$ such that

$$\|S(t_n)u_0 - S(t_m)u_0\|_{L^r(|x| > k_0)} \leq \varepsilon \quad \text{for all} \quad n, m \geq \hat{N}.$$

From the bounds in either Proposition 3.6 or Theorem 3.9, $\{S(t_n)u_0\}$ is bounded in, say, $H^2_{r - \hat{N}}(R^N)$, for any $2 \leq r < \infty$, there exists a subsequence, denoted the same, which converges in $L^r(|x| < k_0)$. Hence

$$\|S(t_n)u_0 - S(t_m)u_0\|_{L^r(R^N)} \leq \varepsilon \quad \text{for all} \quad n, m \geq \hat{N}.$$

Hence, $\{S(t_n)u_0\}$ is a Cauchy sequence in $L^r(R^N)$, which completes the proof. $\square$

**Lemma 4.3.** Under the assumption of Lemma 4.1 each sequence of the form $\{S(t_n)u_0\}$, where $\{u_0\}$ is bounded in $L^2(R^N)$, or in $H^2(R^N)$ respectively, and $t_n \rightarrow \infty$, has a subsequence convergent in $H^s_{\tau}(R^N)$ for any $2 \leq \tau < \infty$ and $\sigma < 4\beta^\tau(\tau) = 4 + \left(\frac{N}{\tau} - \frac{N}{\tau}\right)$. 23
Proof: As a consequence of Lemma 4.2 there exists a subsequence \( \{S(t_{n_k} - 1)u_{0_{n_k}}\} \) of \( \{S(t_n - 1)u_{0_n}\} \) which is a Cauchy sequence in \( Y = L^\sigma(\mathbb{R}^N) \). In addition, by either Theorem 3.6, Theorem 3.14 or Theorem 3.9 the orbit of the set \( \{u_0\} \) (and thus also the set \( \{S(t_n - 1)u_{0_n}\} \)) is bounded, for \( t \geq 1 \), in \( H^\sigma_\tau(\mathbb{R}^N) \) and in \( L^\infty(\mathbb{R}^N) \).

Then we can truncate the nonlinear term in (1.1) and assume that it is Lipschitz from \( Z = H^\sigma_\tau(\mathbb{R}^N) \) into \( Y = L^\tau(\mathbb{R}^N) \). Then, using the variations of constants formula, from [9, Theorem 3.2.1] we get that \( S(1) \) takes \( \{S(t_n - 1)u_{0_n}\} \) into a precompact subset of \( Z \), so that \( \{S(t_{n_k})u_{n_k}\} \) has a subsequence convergent in \( H^\sigma_\tau(\mathbb{R}^N) \).

Therefore we get the following

**Theorem 4.4.** Under the assumptions of either Theorem 3.6, Theorem 3.14 or Theorem 3.9, the semigroup defined by (1.1) in \( L^2(\mathbb{R}^N) \), or in \( H^2(\mathbb{R}^N) \) respectively, has a global attractor \( A \), which is compact in \( L^2(\mathbb{R}^N) \), or in \( H^2(\mathbb{R}^N) \) respectively, invariant \( S(t)A = A \), and bounded in \( H^\sigma_\tau(\mathbb{R}^N) \) for every \( 2 \leq \tau < \infty \) and \( \sigma \leq 4\beta^*(\tau) = 4 + \left( \frac{N}{\tau} - \frac{N}{\tau'} \right)_- \).

Moreover \( A \) attracts bounded sets of \( L^2(\mathbb{R}^N) \), or in \( H^2(\mathbb{R}^N) \) respectively, in \( H^\sigma_\tau(\mathbb{R}^N) \) for every \( 2 \leq \tau < \infty \) and \( \sigma < 4\beta^*(\tau) = 4 + \left( \frac{N}{\tau} - \frac{N}{\tau'} \right)_- \).

Furthermore

\[ A = \mathcal{W}^u(\mathcal{E}), \]

which is the unstable set of the set \( \mathcal{E} \) of equilibria of (1.1).

**Proof:** In the case of the semigroup in, \( H^2(\mathbb{R}^N) \), by Theorem 3.9, the set of equilibria is bounded in \( H^2(\mathbb{R}^N) \) and the orbit of bounded sets is bounded in \( H^2(\mathbb{R}^N) \). By Lemma 4.3 the semigroup is asymptotically compact in \( H^2(\mathbb{R}^N) \). Since the energy is a Lyapunov functional for (1.1), then the existence of the attractor \( A \), as in the statement, follows; see [16, Theorem 3.8.3, page 51].

For the case of the semigroup in, \( L^2(\mathbb{R}^N) \), by Theorem 3.6 or Theorem 3.14 there is a bounded absorbing set in \( L^2(\mathbb{R}^N) \), while by Lemma 4.2 the semigroup is asymptotically compact in \( L^2(\mathbb{R}^N) \). Again, by [16], the existence of \( A \) follows. But again Theorem 3.6 or Theorem 3.14 imply that all solutions enter \( H^2(\mathbb{R}^N) \) and then the attractor is the unstable set of equilibria.

The rest is immediate. \( \square \)

**Remark 4.5.** Note that the result above implies in particular that the attractor of problem (1.1) attracts solutions uniformly in \( \mathbb{R}^N \) and even more in \( C^3_b,\alpha(\mathbb{R}^N) \) for \( \alpha < 1 \) when \( r = \infty \).

5. SOME EXAMPLES

In this section we show some sample nonlinearities which can be handled with the previous results.

**Example 5.1.** Assume

\[ f(x, v) = g(x) - cv + f_0(v), \ x \in \mathbb{R}^N, \ v \in \mathbb{R}, \]

with

\[ c > 0, \ v f_0(v) \leq 0, \ g \in L^2(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N). \]
It is immediate that (1.6) holds with $C(x) = -c$, $D(x) = |g(x)|$ and that the solutions of the linear problem (1.7) are exponentially decaying as $t \to \infty$.

Consequently, Theorem 1.1, 1.2, 1.4 and 1.5 apply. Note that in these results the growth restrictions should be fulfilled as stated in the assumptions of these theorems. Namely, $\rho \leq \rho_c^0$ in the $L^2(\mathbb{R}^N)$-setting, whereas $\rho < \rho_c^2$ for space dimensions $N \geq 5$ in the $H^2(\mathbb{R}^N)$-setting.

If moreover $f_0'(s) \leq L$ then Theorem 1.3 applies and the semigroup can be then extended to $L^2(\mathbb{R}^N)$ even in some supercritical case $\rho_c^0 < \rho$ (see Remark 3.13).

Now, observe that if $g = 0$ then the attractor reduces to $\{0\}$, since (3.6) holds with $D = 0$ and $\omega > 0$.

On the other hand, if $g \neq 0$ and $f_0'(s) \leq 0$ the attractor reduces to the unique equilibria, since (3.11) holds with $\omega > 0$.

**Example 5.2.** Assume now that

$$f(x,v) = m(x)v - n(x)|v|^\rho - 1v, \quad x \in \mathbb{R}^N, \quad v \in \mathbb{R},$$

where $0 \leq n \in L^\infty(\mathbb{R}^N)$ and

$$1 < \rho < \rho_c^2 = 1 + \frac{8}{N - 4} \quad \text{when } N \geq 4.$$

Observe that $\frac{\partial f}{\partial u}(x,u) \leq m(x)$ and assume (1.10). Hence Theorem 3.12 applies and we have a semigroup of global solutions of (1.1) in $L^r(\mathbb{R}^N)$ and $H^2(\mathbb{R}^N)$. In fact, the semigroup operators are bounded from $L^2(\mathbb{R}^N)$ into $H^2(\mathbb{R}^N)$ for every $t > 0$.

Then to apply Theorems 3.14 and 4.4, we will require that

$$m(x) = m_1(x) + m_2(x), \quad x \in \mathbb{R}^N,$$

where

$$m_1, m_2 \in L^r_U(\mathbb{R}^N) \quad \text{for} \quad \max\{1, \frac{N}{4}\} < r \leq \infty$$

and assume that the semigroup generated by $-\Delta^2 + m_1 I$ is exponentially decaying as $t \to \infty$.

Note that with the aid of Young’s inequality we now have

$$vf(x,v) = m(x)v^2 - n(x)|v|^\rho + 1 \leq m_1(x)v^2 + C_\rho |m_2(x)|^{\frac{\rho}{1 - \rho}} |n(x)|^{\frac{1}{1 - \rho}} |v|$$

for each $v \in \mathbb{R}$ and every $x \in \mathbb{R}^N$ such that $n(x) \neq 0$. Thus (1.6) holds with $C(x) = m_1(x)$, $D(x) = \frac{\rho - 1}{\rho} |m_2(x)|^{\frac{\rho - 1}{1 - \rho}} |n(x)|^{\frac{1}{1 - \rho}}$ and Theorems 3.14 and 4.4 apply provided that we also have

$$D = |m_2|^{\frac{\rho - 1}{1 - \rho}} n^{\frac{1}{1 - \rho}} \in L^s(\mathbb{R}^N) \quad \text{for some} \quad \max\{\frac{2N}{N + 4}, 1\} \leq s \leq 2 \quad \text{(and $s > 1$ if $N = 4$)}.$$

Observe that in a similar way we can deal with a more general nonlinearities; for example

$$f(x,v) = m(x)v + l(x)p(v) - n(x)|v|^\rho - 1, \quad x \in \mathbb{R}^N, \quad v \in \mathbb{R},$$

where $0 \leq n \in L^\infty(\mathbb{R}^N)$ and $p(v)$ is a polynomial of degree less than $\rho$. 

25
6. SOME COMMENTS ON CRITICAL AND SUPERCRITICAL CASES

In this section we make some remarks on the role played by the critical exponents $\rho^1_c = 1 + \frac{8}{N}$ for the $L^2(\mathbb{R}^N)$ setting and $\rho^2_c = 1 + \frac{8}{N-4}$ for the $H^2(\mathbb{R}^N)$ setting.

First, note that as proved in [12], the critical exponents above appear naturally when proving local existence of (1.1). These exponents are related to the growth of the nonlinear terms only. In particular they do not distinguish nonlinearities that, for large values of $u$, behave as $\pm|u|^{\rho-1}u$. However one may expect that the two different signs behave different when studying the asymptotic behavior of solutions.

For example for reaction diffusion problems (see discussion in the Introduction) it is shown in [2] that for $f(u) \sim -|u|^{\rho-1}u$, the problem is well posed and dissipative for any value of $\rho$. On the other hand, for $f(u) \sim |u|^{\rho-1}u$, local existence holds only for $\rho \leq 1 + \frac{4}{N}$ in $L^2(\mathbb{R}^N)$ and $\rho \leq 1 + \frac{4}{N-2}$ in $H^2(\mathbb{R}^N)$. It was actually proved in [5] that in this latter case, if $\rho > 1 + \frac{4}{N}$, or $\rho > 1 + \frac{4}{N-2}$ respectively, the problem is ill posed. Both results in [2] and [5] use again in an essential manner the maximum principle. In particular a key point in [2] is that, comparison principles, allow to obtain bounds in $L^\infty(\mathbb{R}^N)$ of the solution for any value of $\rho$.

Back to (1.1) observe that for logistic type nonlinearities $f(x,u) = g(x) + m(x)u - u|u|^{\rho-1}$, see Section 5, the energy (3.8) would give under suitable assumption on $g(x), m(x)$, at least formally, bounds on the $H^2(\mathbb{R}^N)$ and the $L^{\rho+1}(\mathbb{R}^N)$ of the solution at any positive time. However note that Proposition 3.3 can only be used with $s_0 = \rho + 1$ again if $\rho < \rho^2_c = 1 + \frac{8}{N-4}$.

As observed below (2.8), for the critical case in $H^2(\mathbb{R}^N)$ it is not enough to bound the $H^2(\mathbb{R}^N)$ norm of the solution to guarantee that it is global. However the critical case in $L^2(\mathbb{R}^N)$ in Theorem 3.11 or even the supercritical cases in Theorem 3.12 can be handled because the solutions enter $H^2(\mathbb{R}^N)$ and in this space they are in a subcritical regime. Hence the bounds in $H^2(\mathbb{R}^N)$ prove the solutions in $L^2(\mathbb{R}^N)$ are global.

However we have not found any good estimate on the solution that would allow us to go beyond the critical exponent in the $H^2(\mathbb{R}^N)$ setting. Here the lack of maximum principle becomes a major difference with reaction diffusion equations.
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