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1. Introduction

Attractors for infinite dimensional dynamical systems have been the subject of the work
of many mathematicians and applied scientists in the last four decades. In the case of
infinite dimensional autonomous dynamical systems (nonlinear semigroups) the theory for
existence of attractors and their upper semicontinuity relatively to perturbations is quite
well developed. Upper semicontinuity can be described by saying that any neighborhood of
the limit attractor (that is, the attractor of the limit problem) contain most of the attractors
of the approximating problems. Or in other words, sequences of points in the approximating
attractors converge to points in the limit one. This property allows the limit attractor to be
“much larger” than the approximating ones.

To obtain that approximating and limit attractors “look the same” one needs to show
lower semicontinity of these sets. In such a case all the global dynamics of approximating
and limit problems are alike. However, the study of lower semicontinuity of attractors under
perturbation is connected to the characterization of attractors. This characterization remains
restricted to the class of autonomous dynamical systems that are gradient, asymptotically
compact, with bounded set of equilibria. In such a case, the attractor is then the union
of the unstable manifolds of equilibria, see [24]. Thus, results on lower semicontinuity of
attractors remains resticted to such type of problems.

At this respect, it is our belief that attractors are in general the union of the unstable
manifolds of normally hyperbolic invariant manifolds (see [21]). However at present time it
is fair to state that lower semicontinuity is a much more demanding property than upper
semicontinuity.

The study of the lower semicontinuity of attractors for autonomous semilinear differential
equations in Banach spaces has its origin in the work of [26] where an abstract result has been
proved and applications to partial differential equations have been considered. The results in
that paper that have been used and simplified since then says that: If the limiting equation is
gradient, has a finite number n of equilibria, all of them hyperbolic, the perturbed nonlinear
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semigroups vary continuously, the sets of equilibria have fixed finite cardinality and vary
continuously with the parameter, and the local unstable manifolds of the perturbed problems
are lower semicontinuous, then the family of attractors behaves lower semicontinuously. The
proof of this result relies on results on the continuity of the equilibria and of their local
unstable manifolds under perturbation. Once these local properties are proved, the lower
semicontinuity of the global unstable manifolds and, consequently, the lower semicontinuity
of attractors, is obtained in the following way: given a point y, in the limiting attractor, it
lies in the unstable manifold of some equilibria. Then, we follow some solution through it,
backwards in time, until it enters the neighborhood of an equilibrium point, where we have
the lower semicontinuity of local unstable manifolds; we then approximate it by a point in the
unstable manifold of a hyperbolic equilibria of the perturbed problem and follow the solution
starting at this approximation point, now forwards in time, obtaining the approximation of
Yo by points in the perturbed attractor.

In the applications [26] considers situations for which the set of equilibria does not depend
upon the parameter. That makes the application of the abstract result somewhat simpler,
though the change of type in the equation makes it complicated anyway. Later in [I} 3] [6]
1T}, 19] the authors study different perturbation problems and consider situations for which
the set of equilibria changes with the parameter while maintaining the gradient structure of
the limit problem.

In all these works it becomes clear that one must account for the uniform exponential
rates of the stable and unstable components of the linearization around each hyperbolic
equilibrium (accomplished because the linear operator is sectorial in all these papers). This
exponential rates of the stable and unstable components are usually denoted “exponential
dichotomies” around the hyperbolic equilibria. In [§] the authors consider the situation for
which the linear operator for the perturbed problem is sectorial whereas in the limit it is only
the generator of a strongly continuous semigroup (here the uniform exponential dichotomy
for the linearizations around equilibria becomes a major problem).

In all of the works cited above the perturbation is singular, in the sense that it affects
the highest order terms of the equation, and the continuity of the resolvent operators of the
associated linear unbounded operator is used in an essential way. When the perturbation
affects lower order terms (including nonlinear ones) in the equation, we say the perturbation
is regular. This case is typically a little simpler from the technical point of view.

In the realm on nonautonomous problems, there have been some attempts to approach
these sort of problems. For example in [33] and [I8] the authors considered the case of a
regular nonautonomous perturbation of a gradient system. Also, more general problems with
regular perturbations have been analyzed in [14] and later in [16] [17].

Notice that in most of the papers cited above, the limit problem is an autonomous one.
Also, these papers consider regular perturbations and the type of results proved concern the
proximity of the pullback attractors of the nonautonomous perturbation, to the attractor of
the autonomous limit.

In this paper we consider more general situations. In particular we analyze the continuity
of some dynamical structures (which belong to the attractors of the problems) under singular
perturbations.
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Observe that our limit problem (that is, the one subject to perturbations) is a nonau-
tonomous one. In order to apply the general results to wide classes of problems, we allow
the underlying linear equations (that is, disregarding nonlinear terms) to have some singular
behavior at the intial time. Also for the sake of generality, we set the nonlinear equations
using some suitable spaces ) C Z, which have to be chosen properly in applications. See
Section [2| for some introductory material, definitions and a technical outline of the main
results of the paper.

In Section [3| we study the local existece of solutions of the nonlinear equations within this
general setting. Then we give sufficient conditions on the nonautonomous perturbations to
prove that the perturbed processes defined by the equations, converge to the unperturbed
one. This applies to both linear and nonlinear equations; see Section [4]

Then we show that in a neigborhood of a global, bounded and hyperbolic solution of
the limit problem, there exists a unique global, bounded and hyperbolic solution of the
approximating ones. Moreover the latter ones converge unformly in ¢ € R to the former one;
see Theorem [6.11

Note that here hyperbolicity is stated in terms of suitable exponential dichotomies of
the linearizations around the nonconstant (in time) global bounded solutions. Therefore
these linearizations are linear nonautonomous problems as well. These global, bounded
hyperbolic solutions play the role in non autonomous problems of the hyperbolic equilibria
in autonomous ones. Thus they are the natural generalizations of equilibria and can be losely
denoted “nonautonomous equilibria”.

The results we just described above, and many of the remaining ones in the rest of the
paper, require some technical and difficult results on the roughness of expoential dichotomies
under singular perturbations; see Section )] To the best of our knowledge there were no
results in this direction exepct for the ones in [27] for regular perturbations. Note that one
of the main results we give here, concerns the continuity of the time dependent projection
families associated to the exponential dichotomies. These time dependent projection families
play the role here of the projections on the stable and unstable components in the autonomous
case.

Then, in Section [7], we prove that for each of these “nonautonomous equilibria” the local
unstable manifold can be described, for each ¢ € R as the graph of a suitable Lipschitz
function. A detailed analysis of the dependence of these functions on the parameter of
the singular perturbation, allows us to prove that the local unstable manifolds of “nonau-
tonomous equilibria” are dynamical structures that behaves continuosly when passing to the
limit.

Then we turn our attention into some global dynamical structures in Section [§ There
we first prove that the families of pullback attractors are uppersemiconinuous. Then we
prove that, if the limiting pullback attractor is the closure of a countable union of unsta-
ble manifolds of global, bounded hyperbolic solutions, then the pullback attractors behave
continuously under singular perturbation.

Section [9] is devoted to some immediate generalizations and extensions of the previous
results that require minor changes in the proofs. In Section we consider some general
examples, including the case when the limit problem is an autonomous gradient system. In
such a case, as a consequence of all of the previous results and the results in [I8] [15], we prove
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that if the limiting semigroup is gradient then the perturbed non-autonomous attractor is
exactly the union of unstable manifolds of global hyperbolic solutions, and that in fact the
pullback attractor is also a forwards time dependent exponential attractor (see Section .
We remark that, detecting when a pullback attractor is also a forwards attractor has been
one of the most interesting problems in the recent theory of non-autonomous dynamical
systems. In general, a pullback attractor is not expected to be a forwards attractor (see
[18, B4, 15]). Moreover, due to the fact that local unstable manifolds of global hyperbolic
solutions are exponentially attracting, our time dependent global attractor will also attracts,
uniformly on bounded sets, at an exponential rate (see [I5]). Actually, what we get, now in
a non-autonomous framework, is what Babin and Vishik [7] defined as a regular attractor.

Finally in Section [L1| we apply the general results in this paper to some concrete problems
in ordinary and partial differential equations.

2. Notations and outline of the results

In this section we introduce some terminology and state the main results. We start with the
definition of evolution processes, which includes the definition of semigroups and processes
(linear or not). Throughout the text C()) will denote the space of continuous, possibly
nonlinear, operators defined in a Banach space ) and by £()) the space of linear and
bounded operators on ).

Definition 2.1. A family {S(t,T) > 1 e R} CC(Y) satisfying

1) S(r,7) =
2) S(t,U)S(J, 7') = S(t,7), foreacht >0 >,
3) (t,7) — S(t,T)y is continuous fort > 71, y €Y

is called an evolution process. In the particular case when each S(t,7) € L(Y), t > T, we
say that {S(t,7) : t =7 € R} is a linear evolution process.

An evolution process for which S(t,7) = S(t+s,7+s) for allt > 7 € R and for all s € R
is called autonomous. If we write S(t,7) = S(t — 7,0) =: U(t — 7) then {U(t) : t = 0} is
semigroup (linear or not). Hence, a semigroup is a family {S(t) : t = 0} such that S(0) =
S(t+s)=S5(t)S(s), forallt,s >0 and (0,00) x Y 3 (t,x) — S(t)x € Y is a continuous.

Conversely if {U(t) : t > 0} is a semigroup and we define S(t,7) = U(t — 7) for all
t>71eR, then {S(t,7):t > 7 € R} is an evolution process.

Remark 2.2. We observe that the continuity of the process {S(t,7) :t > 1 € R} att =71
is not assumed. In fact, there are many applications for which this continuity does not hold
and it 1s shown that it does not play any role in the study of the asymptotic behavior as long
as the singularity at t = 7 1s integrable.

The concept of “invariance” for evolution processes is as follows: a family {C(¢)}er of
subsets of Y is positively invariant for the process S if S(t,7)C(7) C C(t) for each t,7 € R,
t > 7 and it is snvariant for the process S if S(t,7)C(7) = C(t) for each t, 7 € R, t > 7.

Important objects for the dynamics of semigroups or processes are the “globally defined
solutions” that we now define
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Definition 2.3.

i) Given yg € Y the curve y(t, s,yo) = S(t, s)yo, for t > s, is called “solution” of the process.
ii) A continuous curve ¢ : R — Y is a complete solution or global solution of the process
{S(t,7) : t = 71} if for each t > s we have ¢(t) = S(t,s)o(s). Clearly, if ¢ : R — Y is a
global solution and C(t) = {4(t)}, then the family {C(t)}ier is invariant.

Remark 2.4. We observe that, given (to,yo) € R x Y there is a unique solution & : [to, 00)
for the process {S(t,7) : t > 7} such that £(to) = yo. However, the existence of a global
solution & : R — Y which satisfy £(to) = yo is, in general, a much more restrictive condition
on the data yo and, when a global solution exists, it may not be unique.

We can now define the concept of unstable manifold of a global solution, which will play
an essential role in what follows.

Definition 2.5. Given £* : R — Y, a global solution of the process {S(t,7) : t > 7},
the unstable manifold W™ (£*) of £* is defined as W*(£*)={(t,y) € R x Y: there is a global

solution ¢ : R — Y of {S(t,7) : t =7} such that ¢(t) =y and ||€*(s) — ¢(s)||y "— 0}.

Observe that the unstable manifold is a global object in the dynamics of the process S
and therefore its structure and behavior under different perturbations is not easy to describe.
Hence, it seems natural to define the local version of the unstable manifolds,

Definition 2.6. Given a global solution & : R — Y for {S(t,7) : t > 7}, its p—local
unstable manifold is defined as W} .(&*, p)= {( ,y) € R x Y: ||y — &)y < p, there is a
global solution ¢ of {S(t,7) :t = 7}, with ¢(t) =y, ||¢(s) —E*(s)||ly < p for all s < t, and

lé(s) = €*(s)lly "= 0}.

Observe that, even in the case of autonomous processes, in general it is not true that
WE (&5, p) = {(t y) € WH(&) : |ly — €*(t)|ly < p}, being enough to consider the case when
the equilibria has a homoclinic orbit (see [25], Page 298]).

Remark 2.7. i) For the sake of notation, we will denote by W*(£*)(t) the section at time t
of WH("), that is W*(€")(t) = {y € ¥, (t,y) € W"(£")}.

Note that W*(£*) = {W™(£*)(t) }+er is invariant. Similarly, we will denote by W} .(£*, p)(t)
the section at time t of W (£%, p).
ii) Observe also that from the definitions above, the section at time t of the global unstable
manifold, that is W*(£*)(t), is obtained as the evolution at time t of all the sections of the
local unstable manifold W' (€%, p)(s) at times s very far away back in time. That is, for each
So < t, we have

W€ (t) = | St ) (W€, p)(s)) (2.1)

s<So

Remark 2.8. Among the class of global solutions an special role is played by those which
are hyperbolic and more specifically for the subclass of “hyperbolic bounded global solutions”,
see below for precise definitions. In certain sense the concept of “hyperbolic bounded global
solution” is, as we will see, the natural analogous for the non-autonomous case of hyperbolic
equiltbrium.
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As we will make precise below, a global bounded solution of a nonlinear process is called
hyperbolic if a suitable linearized process has an exponential dichotomy.

Observe that for autonomous systems, even in finite dimensions, global bounded solutions
are not in general hyperbolic. This is due to the invariance with respect to time translations.
For example a periodic orbit or a connection between equilibria are not hyperbolic, since the
time derivative of the solution is a bounded global solution of the linearized equation.

Remark 2.9. For the applications to parabolic equations it will be natural to consider a
setting with two spaces. The first one Y will be the phase space for the nonlinear evolution

process, see , and below. The second one Z 1is the space in which some
linearized process will live, see (2.8), (2.9), (2.10) and .

Roughly speaking Z is a weaker space than Y. Although in many applications this is
actually the case, our general setting here does mot require a strong relationship between
these spaces. See Condition |2.11).

To avoid excessive repetition we will sometimes write VW to denote indistinctly Y and Z.

For non-autonomous problems, the concept of hyperbolicity is expressed in the notion of
exponential dichotomy for linear evolution processes, as follows:

Definition 2.10. Let Z be a Banach space and consider a linear evolution process {U(t, T) :
t>71eR}CL(Z). Wewill say that U has exponential dichotomy with exponent w, constant
M and singularity v € [0, 1) if there exists a family of projections {Q(t) : t € R} C L(Z)
such that
i) Q)U(t,s) =U(t,s)Q(s), forallt > s ;
1) The restriction of U(t,s) to R(Q(s)) is an isomorphism from R(Q(s)) onto R(Q(1)).
Its inverse is denoted by U(s,t) : R(Q(t)) — R(Q(s)), for s < t.
i1i) The following estimates hold

U, s)(I —Q(s))|lc(z) < M max{l, (t — s)‘”}e_w(t_s), t>s

w(t—s) (2.2)
|U(t, $)Q(5)||(z) < Me . t<s.

We note that we do not assume that )(¢) has finite rank but, of course, in such a case,
by ii) in the Definition, the rank of Q(¢) is independent of ¢ € R.

Now we make precise the type of evolution processes, as well as the perturbations and
linearizations that we will consider in this paper.

We consider a family of semilinear problems in a Banach space ), which will be our
common phase space for the different problems we are considering. First we consider a
semilinear “limiting” problem

y:%0y+f(tay)a t>r (23>

y(T) = o '
and, second, a singular perturbation of it

y=Buy+ fty), t>7 (2.4

y(1) = yo '
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with i € (0, 1]. To unify the notations, observe that (2.3|) corresponds to n =0 in (2.4)).
Concerning the linear part of the equations, let us assume the following

Condition 2.11. Let Z and Y be Banach spaces such that
ycZz

and B, be a linear (unbounded) operator which generates a singular semigroup {e®* : t > 0}
in L(Z) and in L(Y) and with e®* € L(Z,))) for each t > 0, n € [0,1]. Assume that there
are constants v € [0,1), B8 >0 and M > 1, independent of n € [0, 1], such that

le® " Nz < Mt™7e™
le® |y < MtTe™™ (2.5)
le® |l e(zp) < MtTe™™

for all n € [0, 1].

Remark 2.12. Observe that the condition 18 meant to deal with two different sources
of singular behavior at t = 0. First, it accounts for the possibility that the semigroup is
singular (in particular, not continuous att = 0) in either Z or ). Second, it accounts for
the regularizing estimates from Z to ). A common situation is when ) coincides with the
fractional power space in Z associated to the operators B, see [27]. This particular case
will be consider in detail later on in Section[10.1. Note that we could consider three different
exponents instead of a single one v in Condition[2.11 This different exponents would reflect
different types of singularities in different spaces. However for the sake of simplicity we chose
the largest of the three.

With respect to the nonlinear term, we assume the following

Condition 2.13. The function f : R x Y — Z is continuously differentiable, bounded and
globally Lipschitz continuous in the second variable uniformly in the first variable. Moreover,
if we denote by D,f(t,y) € L(V,Z) the partial derivative of f with respect to the second
variable in (t,y), we have that ||Dyf(t,y)|lcv.z) < L for ally € Y and t — D, f(t,y) €
L(Y, Z) is locally Holder continuous. We also asume supycg || Dy f(t,y) — Dy f(t,9)| cov,z) <
C(lly — 9lly) where C(s) — 0 as s — 0.

From this we have that, for any bounded set B C Y and for any 6 > 0 small there is an
€ > 0 such that

If(ty) — f(t,y0) — Dy f(ty0)(y — yo)llz < 0lly — wolly (2.6)
forallyo € B, ||y — volly <€ t €R.

We will show that in this setting, problems (2.3 and (2.4) are globally well posed in Z
and in Y and for any yo € W (either Z or )) we have the following representation of the
solutions

t
T,(t, T)yo = Bty +/ 6%7’(t_8)f(S,Tn(S,T)yQ) ds, nel0,1]. (2.7)

T
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In this way, {7, (t,7) : t > 7 € R} defines a nonlinear evolution process in W, for any
0 < n < 1. Moreover, if yy € Z then the solution enters ) instantaneously, see Proposition
15.9)

Hence, if £;(-) is a global solution of (2.4)), n € [0, 1], then £ : R — ) and we consider the

linearization of around & (+)
{ Y =By + (Dyf(t,6,(1)))y
y(7) = Yo.

By technical reasons that will come out clear later, if £J(-) : R — ) is a global solution of
(2.3]), we also need to consider the auxiliar problem, for n € [0, 1],

{ ¥ =By + (D, f(t.&(1)))y
y(7) = Yo-

We will prove that the solutions of the linear nonautonomous problems (2.8)) and -
define the associated evolution processes {U,(t,7) : t > 7 € R} and {V, (¢, T) t > 71 e R}

in £(Z) and in £()). Even more the process belong to L(Z,)); see Corollary These
evolution processes have the representation

U@ﬂ%—e“”yﬁ/%“s(J(SUMMWW@3 (2.10)

(2.8)

(2.9)

Vot = > [ D G s (21)

respectively. Note that Uy(t,7) = Vy(t,7) for all t > 7 € R.
We can finally make precise the concept of global hyperbolic solution as follows:

Definition 2.14. A global solution &(-) : R — Y of ([2.4), for n € [0,1], is a “hyperbolic
global solution” if the linearized evolution process {U,(t,7) :t > 17 € R} in , associated
to (2.8]), has exponential dichotomy in Z, in the sense of Definition |2.1(}.

We state now in a precise manner the way in which problems ([2.3)) and (2.4) are close to
each other. We assume the following hypothesis,
Condition 2. 15 For0<v<1asin C’ondztzon“ there exists a positive function p(n,T)
with p(n, T) mat 0, such that for all T > 0, we have

sup ¢7]|e®" — ez z) < p(n, T),
0<t<T

sup t7]|e®" — e pzy) < p(n, T).
0<t<T

(2.12)

Remark 2.16. Observe that last inequality implies, in particular,

sup 7]|e®" — ™' 2y < p(n, T),
0<t<T

which will be used in what follows.

With this convergence of the linear semigroups we will prove in Section 4| the following
result on convergence of the nonlinear evolution processes.
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Proposition 2.17. If Condition Condition [2.15 and Condition hold, then for
each T,r > 0, the processes given by (2.7)), satisfy

sup sup sup (£ —7)||T,(t, 7)y — Tolt, 7)ylly =5 0. (2.13)
0<t—7<T T€R ||y||y<r

With this convergence of the nonlinear evolution processes we can show the following
two key results on this work. First we have the following result on the continuity of global
bounded hyperbolic solutions, which is proved in Section [0}

Theorem 2.18. Under the same hypotheses of Proposition let us denote by &5(-) a
hyperbolic bounded global solution of . Then, &5(+) is an isolated solution, that is,
there exists g > 0 such that there is no other global bounded solution of , x(t), with
lx(t) — &5 (t)||ly < €0 for allt € R. Moreover, there exists €g > 0 and ng > 0 such that for all
0 < n < o, there exists a unique global solution &;(-) of with

sup [[&,(t) — & (1) [ly < <o
teR
This solution §;() 15 also hyperbolic and bounded and satisfies
sup ||, () — & () [ly — 0 as n — 0.
teR

Then, in Section [7] we prove the following result on the continuity of local unstable mani-
folds of global bounded hyperbolic solutions.

Theorem 2.19. Assume the same hypotheses of Proposition and assume &5(-) and

&:() are as in Theorem .

Then there exist ng, p > 0 small enough such that for all 0 < n < ny there exists a p—local

unstable manifold Wi, (&, p) for problem (2.4)) and a p—local unstable manifold Wi (&5, p)
for problem (2.3)). Moreover, these p-local unstable manifolds behave continuously in Y as
n — 0, that is, given T € R,

Stlip(disty(Wzﬁc(% P)(E), Wige(&o, p) (1)) + disty (Wi (&5, ) (1), Wi (&5, £) (1)) — 0, as n — 0.

where in general distyy denotes the Hausdorff semimetric in VW defined as

disty (A, B) = sup inf ||a — b||. (2.14)
acA bEB

We prove Theorem by proving the existence of local unstable manifolds of & as
graphs of Lipschitz functions. For this, given y(t) a solution of (2.4)), by the change of

variable y(t) — & (t), we translate all the dynamics around &;(-) to the zero solution, and

transforms into
g =(By+ Dyf(t,6()y + hy(t,y), y(7) =y (2.15)
where h, : R x Y — Z is given by
hn(t,y) = [ty +&(8) — Dy f(t, &)y,
is differentiable with h,(t,0) = 0, Dyh,(t,0) = 0, n € [0, 7).
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Thus we prove that there exits a suitably small neighborhood N of y = 0 in ) such that,
for all 0 < 7 < 7o, there exist mappings R x N 3 (7,y) — Z"(7,Q,(7)y) into Y, such that
the local unstable manifolds Wiy, (&) for & are given by

Wigen(ED(T) ={&,(T) Ty, y =w+ T (rw) €N, w = Qn(7)y € R(Qy(7)) NN},

where @, (7) denote the projections associated to the hyperbolicity of £, see Definition [2.14}
Finally, we prove the continuity of the local unstable manifolds by showing that, for any
T € R,

Sup sup {1Qu(y = Qo(ylly + 15" (¢, Qu()y) = T3 (t, Qo(O))ly } =0

t<T yeN

The proof of Theorems and rely on a careful study of the linearized equations
around the solutions 7, analyzing in detail the linear evolution process they generate, ,
the exponential dichotomy they have and showing the convergence of the linear processes
and the projections associated to the exponential dichotomies. As a matter of fact, we are
able to show the following general and important result on the behavior of the exponential
dichotomies under rather general perturbations of an evolution process. Note that this result,
which we prove in Section [f] is of independent interest and complements the results in [27].

Theorem 2.20. Assume we have an evolution process {Wy(t,7) : t = 7 € R} in Z which has
an exponential dichotomy with constant My, exponent wy and projections {Qo(t) : t € R}.
Let {W,(t,7) : t > 7 € R} be an evolution process such that, for each T > 0 and some v > 0,

Ly = sup sup sup (t—7)7||W,(t,7)|z) < oo (2.16)
n€[0,1] TER 0<t—r<T

and

sup sup {(t — )Wy (t,7) — Wo(t, )|l ez)} =5 0. (2.17)

TER 0Kt—7<T
Then, given 0 < w < wy and My > My, there exists ny > 0 such that, for all n € [0, 0],
the evolution process {W,(t,7) : t > 7 € R} has exponential dichotomy with constant M :=
KM, exponent w and projections {Q,(t) : t € R} were
K = sup sup {ew(t_T)HWn(t,T)Hg( (=T =O)Wy(t, T+ )| 22 w(t=m)}

nel0,1] £<t—7<2¢4

and £ > 0 is such that Me= o= < 1. Furthermore,

—0

StIEIHgHQn(t) Qo()||zz) == 0.

Note that compared with the results in [27], Theorem applies to processes which are
singular at the initial time. In addition, the continuity of the projections is also proved.

3. Local well posedness for linear and nonlinear singular processes

In general, if for fixed n, B, generates a strongly (analytic or not) continuous semigroup
then the nonlinear process T),(¢, 7) and the linear ones, V, (¢, 7) and U, (¢, 7), can be obtained
in a more or less standard manner (see [27, Theorem 7.1.3] or [28]). On the other hand, if the
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semigroup generated by 9B, is singular at the initial time, see Condition [2.11] the processes
can be obtained with a fixed point argument following [2].
In fact, let W =) or Z and consider the semilinear problem

{y—%y—l—f(t,y),

y(r) =yo €W (3:1)

where the operator B generates a semigroup which satisfies Condition (2.11]) and the non-
linearity f: R x Y — Z is a locally Lipschitz and bounded map which satisfies,

1F & y)llz < (X +yl5),

3.2
1 ty) = £ )z < (L + 115 + 1715y = dll: (32)

where 1 < p < %
Our first task is to give meaning to a solution of the problem ((3.1)).

Definition 3.1. For yo € W, we will say that y : (1,T) — Y is a solution for the initial
value problem (3.1)) if (7,T) >t — y(t) € YV is continuous, (t — 7)7||y(t)||y is bounded for
t— 7 and

i) =y + B9 £ (s, y(s))ds. (3.3)

Remark 3.2. Observe that we do not require the solution to be continuous in ) att =71
and in general the solution will not be continuous at t = 7. This is the case, for instance, if
Yo € Z but yo & V.

Also, this happens if f =0, so y(t,yo) = ey, which is not assumed to be continuous
mY att=r.

We are able to show the following result, which is obtained very much in the spirit of the
results in [2].

Proposition 3.3. In the conditions above, for each yo € W (either Z or )) there is a
unique solution y(t,7,y0) = T(t,7)yo of (3.1) defined on a maximal interval of existence
(7, Tmax(%0))-

Moreover, we have
i) If yo € W, the time of existence Tmaz(yo) can be chosen uniformly in bounded sets of W,
in particular the following continuation result holds:

either Tpmaz(yo) = +oo  or  limsup ||y(¢, yo)|ly = +oo.
i1) The time of existence is upper semicontinuous in W, that is, if y, — yo in W then
liminf, oo Trmaz (Yn) = Timaz(Yo)-
iii) The solution is continuous with respect to the initial conditions in the following sense:
if yo €W and if 7o < Tynaz(Yo0), then for 6 > 0 small we have

ly(t, y0) — y(t, yo)lly < Ct = 7)[lyo — yollw, te (r.ml, llvo—wlw <o (3.4)
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Proof: Since the linear part is singular at ¢ = 7 we search for solutions for the semilinear
problem with the same kind of singularity; that is, we seek for solutions in
K(ro,p1) ={y € C((T, 70}, V) = sup (t =7)"[[y(t)lly < p},

te(r,7o0]
with the metric
1Y = Gl & (o) = t S(up }(t —7)"ly(t) — g(@®)lly-
e(7,70

It is not difficult to see that, with this metric, K (79, 1) is a complete metric space.
Assume that yo € W and on K (79, i) define the map

Uy)(t) = BTy, +/ 6%(t_s)f(s, y(s))ds.

For suitably chosen p > 0 and 7y > 7, with 0 < 79 — 7 < 1 small enough, we will show that,
U takes K (7, i) into itself and it is a strict contraction, uniformly for yo in bounded subsets
of W. For this we will use below C' to denote a constant whose value may change from line
to line.

Let us fix R > 0 and consider initial conditions yo € W with |lyo|,w < R. Define
M = Supgo_ st yollw<ry 5" 1€ 0|| and consider pp = M + 1.

Hence,

t

uwww—ﬁ*ﬂmu<o/@—mﬂwww@wyw

T

<c/u—mwa+mwmme

<—£1-@—ﬂ17+0/kv—m”w—7>M«e—ﬂwwwmwww

L—v

c 1_ Co )
ST (=00 [0 =y e (3.5)

1

< ()T Ok ) / (1— 0y 0" db

-7 0
<o ) O = ) B = 1= )
= (=77 (t=7)+Cpl(t—71)""B(l 7,1~ p7))

-7

(et )

where h(t) = l%y (t—7)+Cul(t—7)'""B(1 —~,1—py) — 0 ast — 77, where B denotes
the Beta function, i.e. B(a,b) = fol ra=1(1 — r)*~Ldr for a,b > 0. Note that we have used
that p < % Hence, we can choose 79 > 7, such that for all 7 < ¢ < 7, h(t) < 1/2 and

therefore

1 1
(=IOl < (¢ = 7)1 yolly +5 <M+ 5 < g
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Hence, U takes K (7, p) into itself.
Furthermore, for y,y € K (7, ),

1U) () = U@ @)y < C/ (= 0)7111(0,y(0)) — £(6,5(0))||z b
C/ (=) (L +y@5 " + I7@)15 )y ) — 5(0)lly 4

C t
(1S e [0 0= w0 w0 ) Iy slie, 69

C . ) o i}
S (ﬁ(t—f)1 O (t—T) ’”B(l—%l—m)> 1Y =3[l & (o)

_ 1 _
=h(t)(t =)y =l xeom = 5= 1)y =Gl o
Hence, for 7 < t < 79 we have
_ 1 i
(t =m)NTWE) = TGOy < 51y = dllxeom-

After this, we have that U takes K (g, 1) into itself and it is a contraction uniformly with
respect to yo with ||yo|yw < R. It follows from the Banach contraction principle that U has
a unique fixed point in K (79, 11). Hence, the initial value problem has a unique solution
in the sense of Definition B.1l

As for the continuity with respect to the initial condition, it follows that

||y(t7 T, yO) - y(t7 T, gO) - 6%(15_7) (?JO - QO) ||y

t
<C [t~ 071500, 00)) — F0.5(0.7.50) 1 9
t
< C\/(t_e)_’y(l_}— ||y(0, T, y0)||§i_1+ ||y(0a T, g())”g/_l) ||y(07 T, yO) _y(ea T, gO) ||yd9
t
< O/ (t - 6)_’7||y<07 T, ?JO) - y(877—) gO)“y do

t
€ [(t=0)7(0 = 1) 2 6 = ) (O, o) — w67 30) | 49

Now denote E(t) = [y(t, 7,90) = (¢, 7. 5o)lly and ¢(70) = $uPpye (g (£ = 7)7 E(£). Then we
get

<Ot —=7)""lyo — vollw

n (C/ "0 —7)77df + C/:(t —0)7 (0 —7)"do k’”) ¢(70)

Thus
E(t) < Ct—7)"lyo — Gollw + C ((t = 7)' 72 + (t = 7)) ¢(70)
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Hence,
¢(10) < Cllyo = Gollw + C ((r0 = 7)' 7 + (70 — 7)) {(70).
Hence, choosing if necessary 7y closer to 7 and using that v < 1 and p < 1/, we obtain that
C((ro— )"+ (10 — 7)777) < 1/2, which implies that for each v,y € K (70, i),
sup (£ —7)|ly(t) = 5()lly < 2C1yo — Gollw-

te(r,7o]
Note that the constant C' in the right hand aside above is uniform for yo, 7o with ||yo|lw, |70l <
R. This is saying that the solutions of the semilinear problem behave exactly as the
solutions of the corresponding linear problem, also with respect to initial conditions, that is
I5(6) = 50y < O =)l = Bollw, ¢ € (7,70]
Next we observe that the continuation of solutions holds in the following sense, if a solution
defined on its maximal interval of existence y(-,yo) : (0, Timax), then either 7,,x = 400 or

limsup,_,__||y(t,40)|ly = +o00. This is accomplished simply noting that the choice of 7, in
the proof of existence can be made uniform in bounded subsets of W.

Remark 3.4. Observe that if we have the more restrictive condition 1 < p < % — 1, then
from we get that the solution of constructed in Proposition satisfies

ly(t) — eBDyglly — 0, ast — 7. (3.7)
In particular, we get
Proposition 3.5. If R >t D(t) € L(Y, Z) continuous, the linear equation
y =By + D(t)y,
{y(T> =Y €W.
defines a process U(t,T) in LOWV,)), given by

(3.8)

t
Ut,T)yo = e“B(t_T)yo +/ e%(t_s)D(s)U(s, T)Yods.

such that
U@ ) cowyy < CE=7)77 (3.9)
which moreover satisfies U(t,7) € L(Z) and
Ut 7)llez) < Ot —=7)7" (3.10)
forOo<t—7<T and C =C(1,T).

Proof: With f(t,u) = D(t)u, from Proposition we have obtained the process which
satisfies (3.9)). Denoting y(t) = U(t, T)yo, we have

t
lo(0)llz < € =)z +C [ 0= 57l ds.
Now using (3.9) we get

t
ly@llz < Ct =7)lwollz + C/ (t =) (s =7) " lyolly ds < Ct = 7)ol z 0
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With this we have

Corollary 3.6. Assume &} is a global solution of or form =0. Then the linearized
processes Uy (t, 7) and V,(t,7) in (2.11]) are well defined in L(Z) and in L(Y). Even more
they belong to L(Z,Y) and satisfy (3.9) and (3.10).

4. Continuity results for linear and nonlinear processes under singular
perturbation

In this section we provide a proof of Proposition [2.17] Throughout this subsection we keep
the notation from Section [2

Also, we will prove that the linearized processes in and converge as n — 0.
Note that this is also a preliminary step in order to later apply Theorem [2.20, since we will
have therefore and satisfied.

In the next result we proceed as in Corollary but we use that some terms are bounded
independent of t € R.

Lemma 4.1. Assume that Condition [2.13 and Condition [2.19] hold. Assume & is a global
bounded solution of . Then, for each T > 0,

sup sup_(t = 1) Vy(t. D)z < O(T) (4.1)

TER 0<t—7<T

sup sup (6 —7)7|[Vy(t,7) ey < C(T) (4.2)
TER 0<t—7<T
sup sup (= 1) [Vy(t.7)ecz) < C(T) (43)
TER 0<t—7<T
sup sup (t—7)7|V,(t,7) — Vo(t, 7)|lczy) — 0 as n — 0. (4.4)
TER 0<t—7T
sup sup (t—7)7|V,(t,7) = Vo(t,7)|lz) — 0 asn — 0. (4.5)
T€R 0<t—7<T
sup sup (t—17)7|V,(t,7) = Vo(t,7)|lzz) — 0 asn — 0. (4.6)

TER 0<t—7<T

Proof: To show ([4.1)) and (4.2) we use the expression of V;, given by (2.11]), Condition [2.11]
and Condition [2.13] Hence, if W = Z or Y

t
Vit 7)ylly < Mt —7) eyl + MC/ e Mt — 5) 7 |[Vi(s, T)yllyds

t
< M(t— 1) |lylhy + MC / (t — 5)7"|[V(s, 7y lyds.

Applying now the singular Gronwall lemma, see [27, Lemma 7.1.1], we obtain (4.1]) and (4.2)).
To show ({4.3) we use the expression of V,, given by (2.11)), so that

t
IVt )yllz < M(t—7) e 07|y z + MC/ (t =) e IV, m)yllyds

t
M(t =) yllz + MC [ (¢ =) (s =) s o

<
<CME=7)"lyl=
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where we have used (4.1)) inside the integral.

To show (4.4) and (4.5)), we have from ([2.11)) that
t
Vit 7) = Vo(t,m) = e®r77) — Bl +/ (P72 — PN D f(s,65(5)) Vi (s, 7)ds

+/e%“ﬂ%ﬂag@xwwmw4waﬂwa

and consequently, if W = Z or ),
IV (t,7) = Volt, Tl cowyy < 1€ — e £y )

/ [e®n=5) — Bl 1o | Dy £ (5, &5 () 2 || Vig (85 ) || cow 3y ds

+/ le™ ez 1Dy f (5, & (Dl ez Va5, 7) = Vols, )l cow.pyds

Taking into account the uniform estimates of the linear semigroups given by Condition

2.11}, Condition and (4.1), we get for 0 <t —7 < T,

Vot 7) = Vo(t, )l eowyy <p(n, T)(E —7)77 + Cp(n, T) / (t—5)"(s—7)"ds

t
+ [ Ml = 9OV 5,7) = Vi, comands
<1+ CT (. T~ )

t
+MC/@—@W%@ﬂ—%@ﬂMww%

The result follows applying the singular Gronwall’s lemma to the last inequality.
To show (4.6)) we proceed in a similar manner. g

In a completely similar way we have that

Lemma 4.2. Assume we hcwe a bounded and global solution &(-) of - and a sequence
of bounded global solutions f ) of (2.4 . such that

sup (|, () — & () [ly — 0 as n — 0.
teR
Then, if U, is the linear process generated by (2.8|), which is defined in (2.10), we have

sup sup (& —7)"|[Uy(t, 7z < C(T) (4.7)
TER 0<t—7T
sup sup (¢ —=7)"|Uy(t, 7)) < C(T) (4.8)
TER 0<t—7<T
sup sup (1 =7)"|Uy(t,7)]|ez) < C(T) (4.9)
T€R 0<t—7<T
sup sup (t—7)||\Uy(t,7) = Up(t, 7)|| 2z ) — 0 as n — 0. (4.10)
TER 0<t—7T
sup sup (t—7)||\Uy(t, 7) = Up(t, 7)|| 2y — 0 as n — 0. (4.11)

TER 0<t—7<T
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sup sup (t—7)||\Uy(t,7) — Up(t, 7)||zz) = 0 as n — 0. (4.12)
TER 0<t—7<T

Recall that Vy = Uy. Then we are now ready for the
Proof of Proposition [2.17| Taking into account (2.7)), we have, for y € Y with ||y|ly < r

1Tyt 7y = To(t, T)ylly < [[(e®0077 — eyl

/ e®n=) — e%o(t*S)HL(g,y)Hf(s,Tn(s,r)y)Hgds, (4.13)

b [ 1oz, Tyl ) = Fs Tols, )l s

Using Condition [2.11], that f is bounded and globally Lipschitz, Condition and Con-
dition 2.15 we have that

IT,(t, 7)y — To(t, T)ylly < p(n, T)(t —7)7r + /t p(n, T)(t — s) VK ds,

t
T / M(t = s) LI Ty (s, )y — To(s, 7yl ds,

where K is a bound of the nonlinearity f and L is the Lipschitz constant of f with respect
to the second variable. Now we easily get

|T,(t, 7)y — To(t, )ylly < C(T,r)p(n, T)(t —7)7"
LML / (t — ) Ty(s, 7y — Tols, Tyl ds.

for some constant C'(T,r). Hence, applying the singular Gronwall’s lemma we obtain (2.17)).
|

5. Roughness of singular exponential dichotomy

In this section we provide a proof of the general result Theorem and introduce some
results on dichotomies.

For the problems considered in Section 2| ' see , , these tools will allow us to
transfer information from the auxiliary space Z to the phase space Y. We note that some of
the results presented here are generalizations of results that appear in [27] for the case when
Y is a fractional power space in Z associated to the linear part of the equations and the
unbounded operator is fixed. Our aim is to provide a proof of Theorem which extends
the results on roughness of dichotomy of [27] for linear evolution processes satisfying the
singular perturbation property . To this end we start with the definition of discrete
dichotomy

Definition 5.1. We say that a family {1, }nez C L(Z) has discrete dichotomy (with constant
M and exponent w) if there are positive constants M,w and projections {Qn}nez C L(Z)
such that

1) TnQn = Qn+1Tn; n e Z7
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ii) forn =m, | Thm(I — Qum)llzz) < Me=m=™) where Ty = Ty 10Ty o+ 0T, for
n>m and T, , = I.
iii) form >n, Ty R(Qn) — R(Qm) is an isomorphism with inverse T, m : R(Qu) —
R(Qn); and ||Tn,QO||£(Z) < Mew(n—m)'
If {T}, } nez has exponential dichotomy with projections { @, }nez, constant M and exponent
w, define

Grm = {Tn’m(] ~Qn) m2m (5.1)

—Tym@Qm, n<m.

It is easy to see that

o [|Qnllzz) < M for all n € Z and
o |Grmllcz) < Me "™l for all n > m € Z.
As an consequence of Definition and Definition we have the following result (see
[27, Page 229])

Theorem 5.2. Suppose that {W (t,s) : t > s € R} is an evolution process in Z which has
exponential dichotomy with projections {Q(t) : t € R}, constant M and exponent w. For
each £ >0 and ty € R,

{Totnez == {W(to+ (n + 1)l 10 + nl) pnez

has discrete dichotomy with projections {Q, = Q(to+nl) : n € Z}, constant M and exponent
wl.

We also have

Theorem 5.3. If {1, },cz has discrete dichotomy and {y,}nez is a bounded sequence in Z,
then there is a unique bounded solution {x,}nez of

Tpi1 = Tpxy +Yn, nEZ, (5.2)
and this solution is given by

Tp = Z Gn,k+1 Yk, (53)

k=—o00

where Gy, is given by (5.1)).
Proof: To see that a bounded solution of (5.2) is given by (5.3) simply observe that

n—1

Tp = n,mxm+ E Tn,k+1yk

k=m

from this (I — Qn)x, = Tm(l — Qum)xm + ZZ;; Tojt1(d — Qrt1)yr, n = m. Taking the
limit as m — —oo we have that

n—1
(I - Qn)xn = Z Tn,k‘—i—l(] - Qk+1)yk-

k=—o0
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On the other hand Q,z, =T, ,Q,x, + 271;711 T, k+1Qk+1Yk, T = n. Hence
r—1

Tn,rerr = ann + Z Tn,k—&-le—l—lyka T >n.

k=n

Now, taking the limit as » — oo, we arrive at

Qnry = — ZTn,kJrleJrlyk-

k=n

The existence of a bounded solution is done simply inspecting that {z, }nez given by (/5.3)

satisfies (5.2) .o

The next results states the continuity of the discrete projections.

Theorem 5.4. Suppose that {Ték)}nez has discrete dichotomy in Z with projections {Q%k)}nez,
constant M and exponent w for k =1,2. If ||T7£1) - T7§2)||£(g) < € for alln € Z, then

2M?
1QY — QP |z (z) T

Furthermore, let Y C Z be Banach spaces and let W be either Z or Y. If in we have
IG ey < Me"=™ for alln >m € Z

N\

€.

and ||T,§1) - T7§,2)||£(W7y) < € for alln € Z then,

2M?
l—ew ¢

QY — Qg)Hz:(w,y) <
Proof: Define z{¥ = G%k,)nz for z € Z. Note that

1 (1 2) (1
1) T(2)x(1):{ TNz — T )x%), n#m-—1

Tntl T In Tn T2 — 1PV 42, n=m-—1
and
R P
Since z, = e — 2@ satisfy z,.1 = Tr(?)zn + y, where y, = (TTEI) — T7§2))x£3), from the

definition of :z:g) and from the hypothesis on TT(LI) - Tr(f) we have {y, }nez is bounded and
from Theorem [5.3] we have that

2= Y Gon(T = TP)G,2

k=—00

and consequently

> 2M?
lzallz < Y2 MPemeFHem b T — TPz 2|z < T

k=—o00

€llzlz-
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To conclude the proof of the first statement, simply note that
= 2l — 2 = (G2, — G5 = (@ - Q)-
The remaining statement has an identical proof.

The next is reciprocal to Theorem establishing that discrete dichotomy implies expo-
nential dichotomy (for the case when the process is not singular at the initial time this result
can be found in [27, Exercise 10, page 229]). The singular case, which is needed for many
applications, is proved next

Theorem 5.5. Assume that the evolution process {W (t,7) :t > 1 € R} C L(Z) satisfies
Ly= sup (t—7)"||W(t,7)|zz) < o0 (5.4)

0<t—7<L

for some € > 0. Assume that there are M,w > 0 such that, for each ty € R, {W(tq +
(n+ 1)l tg + nl) } ez has discrete dichotomy with constant M and exponent w. Hence, the
evolution process

{W(t,7):t>1€R}
has exponential dichotomy with constant KM and exponent w, where the constant K is given
by K = supyq_-co{eNW(ET) | oz), (=7 = O W (E 7+ Ol 2y}

Proof: Let {Q,(to) }nez be the family of projections associated to the discrete dichotomy of
{W(ty+ (n+ 1)l,tg+ nl) }nez and define Q(to) = Qo(to).

Let {T,,(t) }nez := {W(t+ (n+ 1){,t +nl)},ez, for each t € R. From the definition of the
family of projections {Q,(t + kf) }nez, the family of linear operators

{TN(t + ké) }neZ = {Tn+k (t)}nez

has discrete dichotomy with projections {Q,,(t+ kf) },ez and with projections {Qyyx(t) }nez.
From the uniqueness of projections @, x(t) = Q.(t + kf) for all n € Z and in particular

Qr(t) = Qo(t + kL).

Next we show that, for n > k,
Qt +nl)W (t +nl,t +kb) = W(t+nl,t + kl)Q(t + kl). (5.5)
In fact, first note that
W(t + kl+(n — k), t+ k0)
=W(Et+kl+n—Fklt+kl+n—k—10)--- W(t+kl+0,t+kl).
Then,
W(t+nl,t+kO)Q(t+ kb)) =W(t+kl+ (n—k)l,t+kl)Qo(t + k)
= Qui(t +KOW(t+kl+ (n— k)0t + k0)
=QUt+nO)W(t+nl, t+ k)
and is proved. Now, let us show that
IW ()@ ez < KMe™t, 1> (5.6)
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For ¢t > s choose n € N such that s+ nl <t < s+ (n+ 1)¢. Then, if n > 1,
[W(t,s)(I = Q(s))llez) < Wt s+ (n=1)0)|[ez)[[W(s+ (n— 1), s)(I — Q(s))z(z)

/

< Me " YW (t, s+ (n—1)0)|z)
= M= DO (¢ 5 4 (n — 1)0)]| (zye )
g KMefw(t*S)’

if n =0,
Wt $)(I = Q(5))lez) < KM(t — ) Te (7).
Joining these two cases we have that is proved.
Assume that z € R(Q(s)) and ¢ < s. Define

W(t,s)z = Wi(t,s +nl)(W(s,s+ nl) |R(Q(S+n€)))_1z
where n € Z is chosen such that s+ (n+1)¢ > t > s+nl. We show that, with this definition,
W (t,8)Q(8)|lcz) < KMe"™9 ¢ <.
In fact,
W (t, Qo) < IW (2, 5+ (1=1)0) ez | (W (s, 5+ (1= 1)) g0) " Qs+ (1=1)0) ez
<MW (s + (n = 1)0)] ()
= Me === =DO W (¢, 5 + nl) | o2y
< KMet=),
Let us show that
N(Q(ty)) ={z € Z: [tg,00) >t — W(t, ty)z € Z is bounded}. (5.7)
If z € N(Q(to)), then Q(to)z = 0 and
Wt to)2l12 = W (2 to) (I — Plt))2])z < KMt
therefore, [tg, 00) 3t +— W(t,ty)z € Z is bounded. On the other hand, if z ¢ N(Q(ty)), then
W (t, to)z = W(t,to)(I — Q(to))z + W(t, t)Q(to)z.
Note that, W (t, to)(I — Q(ty))z is bounded for t > to. Also,
1Q(to)llcz) = [IW (o, to + nO)W (Lo + nl, t0)Q(to)]| c(2)
< Me™™|[W (to + nl, t0)Q(to) | c(2)

or equivalently [|[W(ty + nl,t0)Q(to)z||cz) = M 'e*™||Q(to)z||z(z). This proves that the
function [tg,00) o t — W (t, to)Q(to)z is unbounded. Hence, whenever z ¢ N(Q(to)) we
have that [to,00) 3 t — W(t,ty)z is unbounded. This completes the proof of (5.7).
Next we show that
W(t,to)N(Q(to)) C N(Q(t)), t=to.

In fact, from we have that, if z € N(Q(ty)), then [ty,00) > s — W (s, tg)s € Z is
bounded and consequently [t,00) 3 s — W (s, t)W(t,t9)z € Z is bounded and W (t, )z €
N(Q(t))-



22 J. M. ARRIETA, A. N. CARVALHO, J. A. LANGA, AND A. RODRIGUEZ-BERNAL

To see that W(t,t !R ) - R(Q(ty)) — Z is injective, t > ty assume z € R(Q(t))

is such that W (t,t9)z = 0 Choosing n € N such that ¢ty + nl > t, we have that W (ty +
nl,ty)z = 0 and consequently z = 0. Proceeding exactly in the same manner we obtain that
W(s t)‘W(t,to)R(Q(to)) Wit to)R(Q(to)) — Z is injective.

Now, if z € R(Q(to)) define y : (—o0,tg] — Z by y(t) = W(t, to+nl)W (to+nl, to)z where
n € 7Z is chosen such that tg+nl <t <to+ (n+1)¢. Clearly y : (—o0,ty] — Z is continuous
and W (s, t)y(t) = y(s) for all ty > s > t. Furthermore, y(ty + nl) = Wty + nl,to)x €
R(Q(to + nl)) for all negative integer n.

Now we prove that

R(Q(to)) = {2z € Z : there is a bounded continuous function y : (—oo, ty] — Z

such that y(to) = z and W (s, t)y(t) = y(s) for all ty > s > t} (5:8)

It is clear that, if z € R(Q(to)), there is a bounded continuous function y : (—o0, ] — 2
such that y(tp) = x and W (s, t)y(t) = y(s) for all t, > s > t.

Assume that z ¢ R(Q(fp)) and that there is a function y : (—oo,tg] — Z such that
y(to) = z and W (s, t)y(t) = y(s) for all tg > s > t. Clearly W (to,to + nl)y(to +nf) = z and

)
Q(to)z + (I — Q(te))z = W (to, to + nl)Q(to + nl)y(ty + nl)
W (to, to +n0)(I — Q(to + nb))y(to + nf)

Consequently
W (to, to + nl)Q(to + nl)y(to + nt) = Q(to)z
and
W (to, to + nl)(I — Q(to + nl))y(ty + nl) = (I — Q(to))=.
Hence Q(to + nl)y(to + nl) = W (to + nl, ty)Q(tp)z remains bounded as n — —oo whereas

I(Z = Q(to))zll 2 < Me™||(I = Q(to + nt))y(to + n)||z

and ||(I — Q(to + nl))y(ty + nl)||z = Mt ™||(I — Q(ty))z]|z "— oo. Showing that
y : (—00,tp] — Z is not bounded and completing the proof of (5.8)).

It remains to prove that W (¢, to)(R(Q(to))) = R(Q(t)) for all ¢ > 0. In fact, if z € R(Q(to))
let y : (—o0,to] — Z such that y(ty) = z and W(s,r)y(r) = y(s) for all ty > s > r. Defining
g : (—o0,t] — Z by y(r) = y(r), r < to and g(r) = W(r,tg)z for r € [ty,t] we have that
y(t) =Wi(t,to)z and W(s,r)y(r) = gj( ) for allt > s > r. Hence W(t, tg) € R(Q(t)). On the
other hand, if z € R(Q(t)), for t >ty > t+nl we have that z = W(ty,t +nl)W(t+nl,t)z €
R(Q(to)) and W(t, tg)z = 2.

It follows that

W (2 10) gy * Q) — R(Q()
is an isomorphism. This completes the proof.

Before we can prove Theorem we need to recall the following result (see [27, Theorem
7.6.7))
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Theorem 5.6. Suppose that {T,,}nez C L(Z) has discrete dichotomy with constant M and
exponent w. If My > M and w; < w, there exists ¢ > 0 (depending only on M, My,0 and
01) such that any family { S, }nez such that sup,,cy ||Sn — Tl c(z) < € has discrete dichotomy
with constant My and exponent w;.

Now we are ready to prove Theorem [2.20]

Proof of Theorem The idea of the proof is the following: First we pass from the
continuous processes {W,(t,s) : t > s} to discrete process {W,(t,41,t,) : n € Z} and using
Theorem 5.2 we obtain discrete dichotomy for {W(tn41,,) : n € Z}. Next, we use Theorem
to obtain discrete dichotomy for {W, (t,41,t,) : n € Z} with 1 suitably small. Finally,
we apply Theorem to obtain exponential dichotomy for {W,(t,+1,t,) : n € Z} with n
suitably small. The continuity of projections will then follow from Theorem [5.4]

Let T = 2¢ and ¢ > 0 be such that Me~ 0~ < 1. For each t; € R let t, = to + nt,
n € N. It is clear that

{WO(tn-‘rla tn)}neZ

has discrete dichotomy with constants M and exponent w > 0.
Note that, given € > there exists 7. > 0 such that

sup |[Wy(tny1,tn) — Woltnsr, ta)lloz) < e
n€(0,ne]

for all ty € R. It follows from Theorem that, given M; > M and w < wy, there exists
e > 0 such that {W,(t,+1,%n) }nez has discrete dichotomy with constant M; and exponent
wy for all n € [0, n].

It follows from Theorem [5.5| that {W,(¢,7) : t > 7 € R} has exponential dichotomy with
constant M := KM, w, for all n < n..

To prove the continuity of projections let 0 < w < wg and M; > M and choose 1y > 0
such that {W,(t,s) : t > s € R} has exponential dichotomy with constant M := KM,
and exponent w for all 0 < n < 7. Furthermore, let 0 < n. < n be such that ||W, (¢t +
0t) — Wo(t + £,t)||zzy < €. For each ty € R, if T = W, (to + (n + 1)ty + nl) and
TY = Wy(to + (n+ 1), to + nl), we have from Theorem [5.2] that the conditions of Theorem
[0.4] are satisfied and

2M?
l—ew
Since that holds independently of t, we have the result.

O

1@y (to +nl) — Qo(to +nl)| zz) <

€, VnéelZ.

The following result allow us to transfer information from the auxiliary space Z to the
phase space ).

Theorem 5.7. Assume that {W(t,s) : t > s} C L(Z) has exponential dichotomy with
ezponent w and constant M and a family of projections {Q(t) : t € R} C L(Z). Assume
also that, Y C Z and for some M > 1,

W, T)zlly < M(t—7)"|2]lz, 0<t—7<1.
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Then, for each wy < w, there is a constant My > M such that, for each z € Z,
IW(t,$)(I = Q(s))zlly < Mymax{1, (t —s) " }e 1 =|z]|5, ¢ >
IW(t,9)Q(s)zlly < Mie" | z]|z, ¢ <.

In particular, Q(t)Z C Y with ||Q(t)||zz,y) < My, for allt € R and Q(t) and I — Q(t) are
continuous projections in L(Y) for every t € R.

Proof: Using property i) of Definition [2.10] we have that, for ¢t < s

W (t,s)Q(s)z|ly = [[W(t,t = 1)W(t —1,5)Q(s)z|ly
SMt—(t—=1)7W(t—1,9Q(s)z]lz < MMe“)||z| 2
< Mlewl(t_S)HZ”2.
Z

(5.9)

On the other hand, for ¢ > s + 2, we have that
W, s)(I —Q(s)z|ly = [[W(t,t =)W (t —1,s)(I — Q(s))z]ly

SME—(t—-1)7W(t—-1,8)—0Q(s)):z|z
< MMe ™ z]z < Mye™ 92| 2,

where we have used that w; < w. Whereas for s < t < s + 2 we have that

IW (2, 5)(1 = Q(s)zlly < M(t — )T — Q(s))2llz < MM(t —5)72]]z
< My(t—s)7e 9 2] 5,
From this ((5.9) follows.

In particular, taking ¢ = s in the second estimate in (5.9) we get that Q(¢)Z C Y with
Q)| 2z, < Mi. This in turn implies [|Q(%)|| 2y < CM; and the result follows.

Now, lemma [£.2] and Theorem [5.7] allow to get Theorem [2.20] in space ). In particular,

sup [[Qn(1) = Q(t) ey ™= . (5.10)

6. Existence and continuity of global hyperbolic solutions

In this section we prove that near a hyperbolic and bounded global solution of there
exists a unique global bounded solution of which is also hyperbolic. In particular, we
prove Theorem [2.18]

Suppose that £5(-) : R — ) is a hyperbolic and bounded global solution for . Observe
that equation can be rewritten as

{ g = Ao(t)y + ho(t,y)
y(T) = o

where Ay (t) = Bo+D, f(t,&5(t)) and ho(t, 2) = f(t,2)—D, f(t,&5(t))z. Then Ay(t) generates
the linear evolution process {Uy(t,7) : t > 7 € R} as in (2.10]) which, by assumption, has an
exponential dichotomy in Z, with constant M, exponent wy and projections {Qo(t) }er-

(6.1)
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The next result shows that for suitably small 1, (2.4) has a unique global hyperbolic
solution &7 near ;. In particular, with n =0, §; is an isolated hyperbolic bounded solution

of .

Note that a key argument below is to describe the solutions of problem ([2.4) using the
auxiliary process V, (¢, 7) in (2.11]).

Theorem 6.1. Let i(-) be a hyperbolic and bounded global solution of and assume
that Condition Condition [2.15 and Condition hold. Then, there exist €,my > 0
such that, for each 0 < n < no there exists a unique bounded global solution & : R — Y of
with sup,eg ||§;(t) — &5 (t)lly < €. Moreover, this solution satisfies

lim sup /€, (¢) — & (t)ly = 0. (6.2)
=0 teR

Furthermore, £ : R — Y 1s hyperbolic for all suitably small n.

Moreover if Uy, 0 < n < 1, denotes the linear process associated to , which is given
by the integral expression , they have exponential dichotomies in Z with exponents and
constants independent of n and if Q,, are the associated projections, see Definition [2.10, for
W =Z or), we have

suﬂg 1Qy(t) — Qo(t)|lcowy — 0, asn — 0. (6.3)
te

Proof: First note that V,,, 0 < 7 < 1, denotes the linear process associated to , which is
given by the integral expression (2.11)). Hence, by Lemma we can apply Theorem to
get that the processes V,, have exponential dichotomies in Z with exponents and constants
independent of n and if {P,(t) : t € R} are the associated projections to V;,, see Definition
2.10] for W = Z or ), we have

sup || () = Qo(t)llcow) — 0, as n — 0. (6.4)
€

Denote by ¢,(t) = y(t,7;yo) the solution of the initial value problem (2.4). Then, it
satisfies

én = Ay (t) ¢y + ho(t, ¢y) (6.5)
where A, (t) =B, + D, f(t,&;(t)) and ho(t, ¢,) = f(t, ¢y) — Dy f(t,£5(t))@,. But the linear
operator A, (t) generates the linear evolution process {V,,(t,7) : t > 7 € R} as in (2.11)) and
by the variations of constants formula we have

%wzwwﬂ%m+/wﬁwm@%@m& (6.6)

If we denote by P, the associated projections to V,, we project by P,(t) and I — P,(t) and
take limits as 7 — 400 and 7 — —oo respectively, we get

am%®=—lmwmﬁa@m@%@m5

and
t

(1= Pye)n(t) = [ Vilt:s)(T = Py(s)hals,on(s))ds.

—00
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Consequently, a unique global bounded solution for exists in a small e-neighborhood
of &, that is in

Cec={dy  R—=Y: Sup [ (t) — & () lly < €}

if and only if
t

T == [ Vit 9P (ol onfo))ds + [ Vift.s)(T = P}, 4 (5))ds

has a unique fixed point in the set C.. Let us show that there exists ¢y > 0 such that for
any 0 < e < € there exists n(e) > 0 such that 7, has a unique fixed point in C. for each
0 < n < n(e). If we show this, then it is clear that in C, and for all 0 < 7 < n(e) we have
one and only one global bounded solution £7. As n — 0, this solution is the unique fixed
point of 7, which will lie in C, for smaller and smaller e. This shows that we have .
To prove that for all € small, there exists 7(e) such that for 0 < n < n(e), 7, takes C. into

itself we recall that
¢

To(E) () = £5() = — / Vil ) Po(s) (s, £5(5))ds + / Va(t, $)(1 — Po(s))ho(s, £(s))ds

—00

and note that

Ty (¢n) (1) = & (1) —/too[‘/o(t’S)Po( Vho(s,&5(s)) = Vy(t, 8) By(s)ho(s, ¢y(s))lds
+/ [Va(t, )(I = Py(s))ho(s; dn(s)) = Vo(t, s)(I = Po(s))ho(s, &5 (s))]ds

—0o0
Since both integrals in the above expression are treated in the same manner we will only

prove that the first integral can be made smaller than § for suitably small € and 7. First
note that from Theorem [2.20] and the estimates of Theorem [.7] there is a 7' > 0 such that

‘/w[%(w)Pa() 0(5,€0(5)) = Viy(t; 5) By (5)ho(s, &y (5))]ds

T
for all n € [0,70] and ¢, € C.. Now

<

€
4

/t 1Va(t, ) Po(s)ho(s, € (5)) = Vi(t, 8)Py(5)ho(s, 6y(s)) | s
< / IVo(t, 5) Po(s) hols, £5(5)) — ho(s, 6 (5))]l|yds
+ / Va(t, 8)[Po(s) — Py(s)]ho(s, 6(5)) s

+/t 1Vo(t, s) = Vi(t, $)1By(s)ho(s, dn(s)) [ yds.

The last two integrals in the above expression are estimated using the continuity of the
projections {P,(t) : t € R} (see Theorem and (6.4)) and of the evolution processes

{V,(t,s): t > s € R} (see Lemma [4.1]).
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The first integral is estimated using the differentiability of hg, see , to show that, given
d > 0, there is an € > 0 such that, if [|¢ — ||y < €, then ||ho(t, ¢) —ho(t, )|z < 0|0 — &S|y,
for all ¢ € R, as stated in Condition [2.13]

The proof that 7, is a contraction uses the same reasoning used to estimate the first
integral (that is, the differentiability of hy) with an straight forward argument.

This proves the existence of ;(+), the unique globally defined bounded solution for (2.4)
in a small neighborhood of &;. Moreover holds.

The hyperbolicity of §; () and the statements on the exponential dichotomies, in particular
, follows from the hyperbolicity of &f(-), Lemma . Lemma and Theorems
and p.7

7. Existence of Local Unstable Manifolds as Graphs and Their Continuity

Now we are ready to study the unstable manifolds of a global bounded hyperbolic solution

&n(+) of (2.4), see Definition .
Note that, writing (2.4)) as in ([2.15), it suffices to concentrate on the existence of unstable
manifolds around the zero solution. That is we consider solutions of

y=(By+ Dy f(£,&(0)y + hn(t,y). (7.1)

Since at (¢,0) the function h,, is zero with zero derivative, from the continuous differen-
tiability of h,, uniform with respect to ¢ (see Condition [2.13)), we obtain that given p > 0
there exists d > 0 such that if ||y||y < ¢, then

th(tay)HZ < P, _ ~ (72)
[ (t, ) = by (£, )] 2 < plly = 9lly-
Remark 7.1. It is possible to extend h, outside a ball of radius 0 in such a way that the
condition (7.2)) holds for ally € Y. Indeed, define h,, : R x Y — Z

iL " . hﬂ<t7y)7 HyHyg(s
D=y (o) ol > 6

lylly

The extension iLn becomes globally Lipschitz and its Lipschitz constant is that of h, restricted

to the ball of radius §.

Under the assumption that holds for all y € Y with some suitably small p > 0, in
this section we prove that the unstable manifold of a global bounded hyperbolic solution &
is given as a graph of a suitable function. Moreover we will also prove the continuity of the
global unstable manifolds of &;.

From that we will prove the continuity of the local unstable manifolds for the case when
h,, only satisfies for ||ly||y < ¢ with 6 > 0 suitably small.

Therefore, hereafter we substitute h,, in with 717, which is assumed to satisfy for
all y and for suitably small p (which will be specified below), that is

§= (B, + D, f(t,€(1)y + hy(t,y). (7.3)

Let W;'(0) be the global unstable manifold of the solution 0 of (7.3). If {Q,(t)}cr are
the projections associated with the hyperbolicity of &, we will show that there exists a
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bounded and Lipschitz continuous function X7%(¢,-) : ¥V — (I — Qy(t))Z N Y such that
Lt y) = 2pm(t, @y (t)(y)) and

Wi (0) ={(ty) :y=Q,(t)y + X,"(t,Q,t)y), v € V}.

The continuity of the unstable manifolds will be derived from the continuity of the functions
Xm(t,-) asn — 0.

Remark 7.2. Thus, if y(t) is a solution of (7.3) defined for t > to, we write y*(t) =
Q,()y(t) and y~(t) = y(t) — y*(t). Then we have

Yy (t) = Uy(t,t0)Qn(to)y™ (to) + / Uy(t,5)Qy(8)hy(s,y™ (s) + 1y (5))ds,
o (7.4)

t

y (t) = Un(t7tO)(I_Qn(tO))y_(t0)+/Un(ta )T =Qu(8)hy(s, 5" (s) +y~(5))ds.

to
Observe that we are looking for a function X3%(t) such that, if T € R and ¢ € R(Q,(T)),
then the solution y(t) of such that Qu(T)y(T) = ¢, (I — Qy(7))y(7) = L*(C) is such
that y(t) is in the graph of Xx"(t,-) for all t < 7. This means that, y~(t) = X" (t,y*(t))
for allt < 1 and thus becomes

t

y*(t)ZUn(t,to)Qn(to)y+(to)+/t Uy (t, 8)Qu(8) (5,57 (5)+ 25" (5,7 (5)))ds, (7.5)

y- () =Uy(t, to)(l_Qn(tO))y_(t0)+/Un(tv )T =Qu(8)) (5, 5™ (5)+ 25" (5,57 (5)))ds. (7.6)

to
Also, the solution y(t) should tend to zero ast — —oo (in particular, it should stay bounded
ast — —o0). Letting ty — —oo in (7.6) we have that

t

y () = 20ty T (1) = / Uy(t,8)(I = Qu($)hy(s,y™(s) + T (5,57 (5)))ds

—00

and, fort=r,
Ly Q) =y (1) = / Up(7,8)(I = Qu(8)) (5,4t (5) + X5"(s,y7 (5)))ds
where y© : R — Y is the global solution of (7.5) such that y*(7) = (.
Note that the equation for y* in (7.5)) is uncoupled from the equation for y~ and that the
last integral equation above can be seen as fixed point problem for E;;’“(T, ).

In order to show existence of the function X*(7,-) we will use the Banach contraction
principle. For this, let w and M be respectively the exponent and constant of the exponential
dichotomy of the linearized processes {U,(t,7) : t > 7 € R} given by the integral equation
(2.10). From Theorem[2.20, w and M can be taken independent of 1 for 1 € [0, 7] and, from

Theorem [5.7]
Ut 5)(I = Qy(s))zlly < M(t =) e 2]z, t>5

7.7
10t $)@u(s)zlly < M 2]z, t<s. 0
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Now we fix D >0, L >0, 0 <9 < 1 and choose p > 0 such that

M p*M2?(1+ L)(1— 1
pe WM (14 LD)IY( 7} <L
M(1+1L) w  ww—pM(1+ L)) 2
pMT(1—7) pM L
v Ve p, BEowra- )< <1 7.8
o o WP =)+ ) <9<, (7.8)
pM?*(1+ L)T(1 — ) o pM N pPPM?*(14+ L)(1+ M)I(1 —~) 9
(w—pMQA+L) =7 w w(2w — pM(1 + L)) ’

where 7y is as in ([2.5)) and (2.12)). Note that all quantities above are independent of 0 < 7 < 7.
Then we define the class where we use the Banach contraction principle.

Definition 7.3. Given n > 0, denote by BL(D, L) a complete metric space of all bounded
and globally Lipschitz continuous functions R X Z — Z which satisfy

X(t, z) = 2(t,Qn(t)2), Y(t,z) e Rx Z

Y(r,z)e (I —=Qu(1)ZNY, Y(t,2) eRx Z

sup{[|2(7, Qy(7)2)ly,(7; 2) ER x Z} < D,

1207, Qy(7)2) = (7, @n(7)2)[ly S LI|Qy(7) 2 = Qy(7) 2|y, ¥(7,2,2) € RxZXZ,
and the distance of X,5 € BL(D, L) is defined as

IZ(,) = ZC, ) = sup{[|Z(r, Qy(7)2) — (7, Qy(1)2) |y, (7,2) € R x Z}.

Note that in the definition above we have taken by convenience Z as the domain and
image of the maps ¥ € BL(D, L). However it is clear that ¥(¢) acts on Q,(t)Z2 C ) and the
image is in (I — @Q,(t))Z N Y and is a Lipschitz mapping with the metric of ). Therefore,
for ¥ € BL(D, L)

{(r,w) e RxZ : w = Qu(1)w+2(7,Q,(T)w)} = {(7,w) € RxY : w = Qu(1)w+2(1,Q,(T)w)}.

Then we have

(7.9)

Theorem 7.4. Suppose that the above conditions are satisfied. Then, for all 0 < n < ng
there exist (-, +) € BL(D, L), such that the unstable manifold Wi*(0) of is given by

Wi(0) = {(1,w) € R x Z:w = Qy(1)w + X" (7, Qy(T)w)}. (7.10)

In addition, if y(t) = y*(t) +y~(t), t € R, is a global solution of (7.3) which is bounded as
t — —oo, then there are constants M > 1 and v > 0 such that for any ty < t,

ly=(t) = Zy .y (O)lly < Mt —to) eIy~ (t) — Zpt(ty* (b)) ly-  (7-11)

Proof:
Step 1. For 7 € R and arbitrary ¢ € Q,(7)2, ¥ € LB(D, L) denote by z*(t) = (¢, 7, X)
the (global) solution of

Z7(t) = U, (t,7)¢C +/ U, (t,8)Qn(8)hy(s, 2t (s) + (s, 27 (s)))ds, tER. (7.12)
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Next we define,

T

(X (7, OZ/ Uy(7, 8)(I = Qy(3)) (5, 2" (5)+ X (5, 2" (5)))ds. (7.13)

—0o0

We will show that, for p > 0 satisfying ([7.8)), the map ® takes BL(D, L) into itself, is a strict
contraction, and hence possesses a unique fixed point in BL(D, L).
First note that, by (7.7), one has

o)y < [ (e syreias = LITEZ)

—00

: (7.14)

wl=7

and from (78) we have sup{[[B(Z)(r, Qy(1)2)lly, (r,2) € R x £} < D.

Next, suppose that X and X' are functions in BL(D, L), ¢, ¢ e Q,(7)Z and denote if
2H(t) = 9t 7,6, 5), 2(t) = $(t,7,¢, 5) as in (T12). Then

(1) — 20 = Uyt D) @y(1)(C — O
[0 )Qu Mo, () + 35,7 (61) g5, 24(6) + 5, 76l
and with (7.7), we obtain, for t < T,
[24(0) — 5 ()ly < Me )| — &)1
M [y (5,27 (5) + Do (6)) = P, 74 5) + D5, (5) s
<M= Gl + pMIS - 21 [ 9
F oM+ 1) [ (0) = 5l
If o(t) = e~ zF(t) — 2+(t)||y, then, for t < T,
60) < MIC =Gl + pMu™Z = S+ oML+ 1) [ o).
By Gronwall’s inequality, for ¢t < 7,
I4(8) = 2 (B)ly < [MIIC = Ellz + pMw 1|15 — Sffjele- M+ (7.15)
Thus, from (7.7),
[9(£)(r.¢) — D)7, Olly
M [ (77 e g (5) 4 Bl 6)) = B 6) + 55,2 () s

<oM [ (r =57 [ Dl () 2 )y + 12 - S ds.
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Now, using , we obtain that

M4 DT -7

[#(5)(r.0) = (E)r Olly < LT
pM JT(] pM(1+ L)T(1 —~)

# 28 fora - T - 5y

~lIl¢ —<ll=
(7.16)

Let
pM(1+ LI — ) pM2(1+ L)I(1 - 7)
(w—pM(1+ L))t (w—pM(1+ L))

Since, from s < 2L(WT(1 =) + &), it follows from (7.8), (7.16) that

H‘D( )(7,Q) = @(7, £)(¢ )Hy LI¢ =z + )2 = 2. (7.17)
The inequality (7.17) with X = X and~ 4) imply that ® takes BL(D, L) into BL(D, L).
Due to ([7.8)), estimate ([7.17]) with ¢ = ¢ shows that ® is a contraction map. Therefore, there
exists a unique fixed point X" = &(X*) in BL(D, L).
Step 2. Next we prove that

Wi(0) = {(1,w) e R x Z:w = Qy(1)w + X" (7,Qy(T)w)}. (7.18)

To that end assume for a moment that, if y(t) = y*(t) + y~(¢), t € R, is a global solution
of (7.3) bounded as ¢ — —oo, then there are constants M 1 and v > 0 such that (7.11)
holds.

Letting ¢ty — —oo in (7.11)) we obtain that y~(t) = X*"(¢,y*(t)) for each ¢t € R. That
also ensures that 2*(¢,0) = 0, since 0 is a solution to (7.3). Consequently

WiH0) C {(r,w) e R x Z:w = Qy(1T)w + X3"(7, Qy(T)w)}.
To prove that {(r,w) € R x Z : w = Qu(1)w + X3*(7,Qy(T)w)} C W;'(0) consider
za € Qy(7)Z and 217 (t) satisfying
2T (t) = Un(t,T)Qn(T)ZS_ + /t U,(t, S)Qn(s)ﬁn(s, 2t (s) + Z:;’“(s, zt(s)))ds, t e R. (7.19)

This defines a curve z*7(t) + £(t, 217(t)), t € R. Recalling (7.13) one can check that

w

M
Izzp— {WWF( ¥)+ } and I, =

Z;;’“(t, ZT(t) = / Uy(t,s)(I — Qn(s))ﬁn(s,z+*(s) + E;’“(s,z+*(s))ds, teR. (7.20)

—00

Thus X*(t,2%7(t)) solves, for t >t € R,

27 (t) = Uy(t, o) (I = Qy(to))2" (o) +/ Uy, 8)(I = Qy(3))y(s, 24" (s) + Zy(5, 27" (5)) )ds,

to
and we conclude that z™7(t) + Z“(t,277(t)), t € R, is a global solution of (7.3), passing
through zj~ + X*(7, 2J) at time 7. From 1 : E;’N“(t,z“(t)) — 0 as t — —oo. Since
Xwt(t,0) = 0, the reasoning that lead to (7.15) (with X' = X' = X% and ¢ = 0) can be used
now to ensure that
1 () ly < Ml|2g [|yele MU, (7.21)
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As a consequence z7(t) — 0 as t — —oo and the proof of ([7.18) is complete.
Hence, it only remains to prove (7.11). Let y(¢) be a solution of (7.3) ((t) = y~ () —
Zwu(t,y*(t)) and 2% (s, 1), for s < t, be the solution of

4 (50) = Uy QO (0 + [ Uyl 0)Qu (00 (0,270.0) + 20,7 (0.0))0, 5 <
Hence,

145, ) = ()l
:\ [ 0500 0,27 (0.) + T30, 0,8) 0.4 (0) +~ ()}

< pM/ e [(L+ L)|[27(0,1) =y (0)lly + 1C(0)l]y] 46

y

I£ (s) = e*[12* (5,2) — y* (5)]ly, then
wls) <pM(1+ L) [ w8+ 0 [ e c@)lydd. s <t

Using Gronwall’s Lemma we have

t
127 (s,t) =y " (s)]ly < PM/ e mPMUEEIO=1C(B)||ydf, s <. (7.22)
Now, if s <ty < t, then

127 (s, 8) = 27 (s, to)lly = [|Un(s, o) @y (to) [z (to, 1) — 5 (to)] |, +

|05 00,4 0,0)+-55(6, 57 0,00) 0. 76.10)+ 530, 0ot

to
and using (7.22)

y

t
12 (s,8) = 2¥ (s, to) |y < pMPe*~ “’)/ e (mPMUEO=10) 0 (6)||,db
to

to
+ pM/ (14 L)) 24(0,) — 27 (0, 1) || ydf.

From Gronwall’s lemma it follows that, for s <ty < ¢,

t
127 (s, 1) — 2" (s,t0)ly < pMz/ L MAFINE=II¢ () | ydo. (7.23)
to
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We use this to estimate ((¢). Note that

C(t) = Un(t, to) (I — @n(to))C(to)

(1) — T,y (0) — Uyl 1) (T — Qult)ly™(10) — 5%,y (1)
twt I = Qo) 5™ () (5))ds
00+ Uy )T = Qa5 0)

68)(I = Q51 (s, 7 (5) +y(5)) — Py, (5, )+ 555, (5, 1)) ds

Il
@ S~—
:t?e 5\4

/ (t,8)(I—Qy(s) [ (s, 27(s, )+ (s, 2 (s ,t)))—iln(s,z+(s,to)+2;;’“(s,z+(3,t0)))]d8.

Hence,

1C()=Un(t, o) (I = @n(t0))C(to) |y

< pM/t (t =) e lly™(s) = 2H (s, O)lly + lly~ () = Zy(s, 2% (s,0)) 1] ds

to
+ M1+ L) / (t = 8) e 0= 5% (5. ) — 2+ (s, to)|[ds
and, using and - we obtain

1€(8) = Un(t,t0) (I = Qy(t0))C(to)lly < pM/ (t =) e I¢(s) ]l yds

t

t
+p2M2(1—1—L)/ (t—s)‘”e_“’(t_sy e~ (w=pM{+L)) s)||C( )||ydf ds
to S

to t
LM+ L) / (t — 5)Ye—elt=9 / e~ lo=PMOL)O=3)|1c () d0 d,
—00 to
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so that

t

1C(8) = Uy(t, to)(I — Qy(t0))S(to)lly < pM [ (t = 5)7e | ((s)[lyds

to

t 0
+ p*M*(1+L) / e 01¢(0)]ly / (t — 5) Te” GemPMUHNO=9) s dp

to to
t to
L AMA1+ L) / ¢ (0)]]y / (t — 5) e GompMOEI0-9) g g

to —00

t
< oM [ (= s) e () v
to

t [%
b ML) [ (=0 e )y [ oD dg

to to
to

t
+ p2M3(1 + L)/ (t . 9)—76—w(t—t0+t0—9)||<(6))||y/ e—(2w—pM(1+L))(9—t0+t0—8))d8 d6

to —0o0

2712 "
p*M=(1+ L) o / B ~
< M w(t—to) t— v w(s—to)
{p Tt € to( s) e G () vds
22713 t
p M (1+L) — (tto)/ — 7(2 —oM(1+L _ _
e t—0) " w—pM (1+L))(0—to) ;w(6—to) ) do
T M D" AU O ¢(O)lly

[pM LML D)+ M)]

t
—w(t—to) t— g) "V ew(s—to) d

to

and therefore

[ =9 e s)yds

to

M2(1+L)Y(1+M
ew“fo)H<<t>uy<Mnc<to>uy+[pM+” (A+L){d+ >]

2w — pM(1+ L)

Now the singular Gronwall’s lemma we have that there is a constant K depending only
on 7 such that

1) ly < KMy||¢(to)lly (8 — to) e 1), (7.24)

where

1

e (G = ) L

This proves (7.11]) and concludes the proof of the theorem.q

7.1. Continuity of Unstable Manifolds. In this section we prove the continuity of un-
stable manifolds with respect to the parameter 7.
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Remember that we can decompose a solution y,(t) of (7.3) as yp (t) = Qu(t)y,(t) and
Y (1) = (I = @n(t))yn(t). Then

yn*(t)=Un(t,to)Qn(to)y$(to)+/ (£, 8)Qy(8)hn(s, 5, (s) + y, (5))ds,
o (7.25)

t

y;(t)ZUn(t,to)(I—Qn(to))yJ(to)Jr/U (£, 5) (1 =Qn(5)) (s, 555 (5) + 3y (5))ds.

to

Let D >0,L>0,0<9 <1, p>0 besuch that (7.8) is satisfied and assume (7.2]).
The continuity of the unstable manifolds is stated in the following result.

Theorem 7.5. Suppose that the above conditions are satisfied and (7.8) holds, so that for
0 < n < no there exists a function X3 € BL(D, L), such that the unstable manifold W;(0)

of the solution 0 to (7.3) is given by
W (0) ={(r,w) e R x Z : w = Qy(T)w + 7" (7, Qy(T)w) };

then, from Theorem for every ¢ € Q,(1)2

Z;’U(T, ()= /T Uy(1,8)(I — Qn(s))ﬁn(s, 2T (s) + Z;';’”(s, 2T (s)))ds. (7.26)

—00

In addition, for each r >0 and 7 € R,

SUp. Sup {1Qn(t)z — Qo(t)zlly + | 25 (t, Qy(t)2) — X5 (¢, Qo(t)2) |y } — 0.
ES

Proof: Note that

12578, Qy(t)2) — 257 (t, Qo(8)2) ly < |25 (8, @y (1) Qo(t) 2) — X5 (F, Qo()2) 1y
248 Qy(1)Qo(1)z + Qy () (I = Qo(1))2) = X7(L, Q1) Qo () 2) -

Using that X is Lipschitz continuous (uniformly with respect to 1) and the continuity
of projections (see Theorem [5.4)) we conclude that the last term in the above expression
converges to zero as 7 — 0 uniformly for ¢ € R. Hence, we only have to prove that, given
r>0and 7 €R,

*,U *,1 —0
sup  sup |20, Qn(H)Qo(t)2) — X5 (t, Qo(t)2) ||y = 0. (7.27)
t<T zGHR|(|QO<(T))
z y\T‘

Now, if z € Qo(7)Z with ||z]|y < r, for any n € [0,1], as in ([7.19)), we have

55 () = Uy (6, 7)Qy(r)2 + / Ut $)Qu($)n(s, 2 () + T (5,2 (s)))ds, t € R, (7.28)
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Using we have that, for t <7
S Q1) () — T3t Qolt) (1)
= [ 0090~ Q) Ul )L~ Quls o, 55+ 755, s

_ / Us(t, $)(I — Qo) [ro(zd + 55(s, 2)) — hn(s, 2 + Zi(s, 22))]ds (7.29)

— Us(t, s)(I — Qo(s ))[ a(s, 20 + 25" (s, 28)) — h (s,Z;r—l—E;’“(s,z;“))]ds

—00

=: L) () + L(n)(t) + Ls(n)(t).

Using the continuity of the processes U, (see Lemma4.2)), their uniform (w.r.t n) dichotomy
and the continuity of the projections (see Theorem [6.1)), we obtain that I,(n)(t) — 0 in Y
as 1 — 0 uniformly for ¢t € R. Also, I5(n)(t) — 0 in Y as n — 0 uniformly for ¢ € R from
the convergence of £ to ;.

Next let us estimate I3(n). Note that it is for this term only that we can not obtain uniform
in time convergence to 0, but only uniformly for ¢ < 7. From , proceeding in as in case
of one can get the analogous expression to ([7.21)) (with constants independent of 7)

2y (D) lly < MelePMEEDNQ, (T)2]ly, t<7 (7.30)

where w and M are the exponent and constant of the exponential dichotomy of U, (¢, s).
Note that, for t < 7,

Hfg(n)(t)HyépM[ (t=5) 7™ |2y () =2 () ly+ 125" (5. 2 () = 6™ (5, 2 (5))lly] ds

t
 —ew(t—s PMF(l S0 N
<pM(1+L)/ (t—5) e I |2H (s) — 25 (5)[lvds + —IHE = 20" v
with
15" = Zg e =sup sup [|55"(s, Quls)2 () = Zp"(s, i (sDlly  (7.3D)
s<T ze”RﬁQ0<(T))
z|ly<r

where 2 (+) is defined in (7.28)) with n = 0.

Hereafter we will use the notation o(1) with the meaning that the expression represented
by it goes to zero as n — 0. Replacing this in (7.29) we have, for z; (t) as in (7.28)) with
n=0,

150, Qu(t)25 (1) = 550, Qo075 (1)l < of1) + PE L= Dy

¢ (7.32)
ML) [ (6= 9Tz () = 5 () s

—00
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Now, from ([7.28|) we have that, for t < 7
25 (£) = 25 ()lly < [|Uy (8, 7)Qu(7)2 = Un(t, 7)Qo(7)2 ||,
—I—H/T U, (t, S)Qn(s)hn(s,z;+E*’“(s,z+))ds— Uo(t, s)Qo(s)ho(s, zg + X5 (s, 2) dsHy
< Ut 1)Qy(7)2 = Un(t, 7)Qo(7)z [,

| 08 5)Qu(s) = Ualt, )@ulo) s, 2 + 55 )
) [ O 5)Qu5) s, (5) + 557 60) = sy (5) + 557 ()]

t
-+ / Upn(t,5)Qu(s) [hy(s, 2} (s) + X0 (s, 2,5 () = hy(s, 28 (s) + 20" (s, 25 (5)))] dsHy
Using that the first three terms above remain bounded, we write

2 (t) — 25 (D)ly <

0(1)+pM/ I+ L)|lz — 2 lly + 1125 (s, @n(s)2d) — 20 (s, 2yl ds

¢
<o)+ = 53 e+ oM+ L) [ I — 2 |ds
x w n o lrr TP ; n 0y
and, from Gronwall’s lemma,
pM *,U *U w— —T
124(t) — 25 (H)]ly < (o(1) + 1 = X [lr.7) e PMAHNE=D) T (7.33)

Applying (7.33)) to (7.32) we obtain that

*,U M *,U *,U
125(8,Qq (1) 25 () — 25 (Qo(t)zg () ly < o(1) + %\Hﬂn’ = 25"

t
M
+ pM(l + L)/ (t _ S)—ve—(2w—pM(1+L))(t—s) {0(1) + p_|||2;;u B Eg,u”’m ds
_Oo w
M M1+ L)T(1 - »
<o)+ |? QLA =) |y oy,
w  ww—pM(1+ L))

1 *,U *,U
= o(1) + 5125 = 2"
(7.34)
It follows from (7.34)) that || X7 — X5"|l,» < o(1), which completes the proof

7.2. Local unstable manifolds as graphs and their continuity. In this section we use
the results in Section to obtain the existence and continuity of local unstable manifolds
when h, h, only satisfy (7.2)) for ||z||y < with 0 > 0 suitably small.

Note that in view of ([7.1]), (7.3) and Remark it is enough to prove that some solutions
on the stable manifold of (7.3 are sufficiently small.
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Proof Theorem According to Remark [7.1] and Theorem [7.4] we only need to ensure
that, given 0 > 0 there is 0 < ¢ < ¢ such that any solution 2*(t) + Xy (¢, 2%(t)) on the
unstable manifold of (7.3) which satisfies ||2*(to) + X} (to, 27 (to))|ly < ¢', for some ty € R,
satisfies [|2F(t) + 2 (t, 27 (t))]ly < 4, for all ¢ < to. Since, from (7.19)), z*(¢) is the solution
of

z;“(t):Un(t,to)Qn(to)z;(to)—i-/t Un(t, 8)Qu(8)hy (5, 2,8 (s) + Zi(s, 2,5 (5)))ds, ¢ < to,

we have, from , that, for ¢ < to,
1 () |y < MelemPMAHENE=) )% (1) . (7.35)
Thus, since X" is Lipschitz continuous (uniform w.r.t ) and Xx*(¢,0) = 0, we have that
125t 2 () lly < ML PO (1) 1y, £ < to

and the proof now follows easily.

8. Continuity of global dynamical structures

The results outlined in Section [2] are the basic “tools” we use to obtain continuity of the
asymptotic dynamics of the system. Therefore, we need to figure out a way to translate
this information to obtain the continuity of more global dynamical structures. Let us start
defining precisely what we mean by upper and lower semicontinuity of sets,

Definition 8.1. A family {A, : n € [0,1]} of subsets of Y is upper semicontinuous at n =0

if disty (4, Ao) 1280 and lower semicontinuous at n =0 if disty (Ao, 4;) it 0, where dist
s defined in .

A family of time dependent sets of Y, A, = {A,(t), t € R}, n € [0,1], is upper (resp.
lower) semicontinuous at n = 0 if it is upper (resp. lower) semicontinuous for each fized
teR.

One immediate result in this direction is the lower semicontinuity of “global unstable
manifolds” of hyperbolic global bounded solutions.

Corollary 8.2. We have the following
i) If &(-) and & (-) are the solutions from Theorem then for each t € R and each
Yo € W(&)(t) there exists v, € W*(&7)(t) with vy — 0 in Y asn — 0. As a consequence,
WH(&r)(t) is lower semicontinuous at 1 = 0.

We also have

sup{disty( U Tolt +m)Wi(&. 0 ®). | Tn<t+7,t><mzc<f;,p><t>>>}ﬂ’o.

teR 0<r<T 0<r<T
Moreover, if W™ (&5)(t) is a relatively compact set in ) then
disty (WH(&)(6), WH(E)(1) 20, for all t € R. (8.2)
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i) If we denote by {&7o() Yiery and {&,(+) }ier, the set of hyperbolic global bounded solutions

of equations and , respectively and if Uier, W*(£7)(t) is a relatively compact set
of Y, then

disty | | WeEo)@), |Jwue,)o | =20,  foralteR. (8.3)

iclo il

Proof. The proof goes as follows.
i) If vo € W*(&5)(t), from Remark [2.7]ii) we have that there exists sy < ¢ and an element
o € WE(ES, p)(so) such that vo = T'(¢, s9)(¢00). From Theorem there exists a sequence
of ¥, € Wit.(&:,p)(s0) such that ¢, — 1y as n — 0. From Proposition we have v, =
T,(t, s0) () — To(t, 50)(¢0) = Y0 as n — 0 and from Remark 2.7| we have v, € W*(§,)(%).
This shows the first part of i). Now, from Lemma 2.7 in [I7] we have the lower semicontinuity
property.

To show we use Theorem and Proposition m

To show ({8.2) we use the precompactness of W*(£5)(t). Observe that if W*(&5)(t) is a
relatively compact set in ) then, for each ¢ > 0 small, there exists a finite number of points
Ve, A € WH(€)(t) such that Wu(&5)(t) € UN, By(qi,€). For each of this 7 there exists
Vi € WH(&)(t) with 7} — 7 in V. Hence, we can choose 1o = 79(€) > 0 small such that for
0 <n <m0, |76 — 7 lly < e From here we have that disty(y5, W*(&:)(t)) < e for 0 <n <o
which implies disty (W*(£5)(t), W*(&;)(t)) < 2¢. This shows .
ii) This proof follows directly from i). O

We are interested in obtaining continuity results for other global dynamical objects like
the “attractor” of the system. We define the notion of pullback attractor, which is a suitable
concept of attractors for the non-autonomous problems we consider in this paper.

Definition 8.3. Let {S(t,7) : t > 7} be an evolution process and A = {A(t) }ier a time
dependent family of sets in Y. We say that A pullback attracts a bounded set B C Y under
{S(t,7): t=71}if

limOo disty(S(t,7)B, A(t)) =0, Vt € R.

We say that A = {A(t) }ier is the pullback attractor for the process {S(t,7): t > 7} if it is

invariant, Uier A(t) is bounded, A(t) is compact for each t € R and A pullback attracts each
bounded set B C ).

Remark 8.4.

i) Observe that if S(t,T) is the evolution process associated with a nonlinear semigroup,

then the concept of pullback attractor coincides with the classical one of global attractor (see

[24, 138, [7, 31, 36] ).

ii) Note that the pullback attraction relies on the property that solutions that started long

away in the past time, approach some set of states at each present time t.

Hence, let us first assume that the evolution processes associated to (2.3)) and ([2.4))

{T,,(t,7) : t > 7 € R} has a pullback attractor A, = {A,(t) : t € R} (8.4)

for each 0 < n < 1.
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We can show an upper semicontinuity result for the attractors (cf. [16, [17]),

Proposition 8.5. Consider the family {T,(t,7) : t > 7 € R}, n € [0,1], of nonlinear
evolution processes and assume that is satisfied. Suppose that, for each n € [0,1]
the nonlinear process {T,(t,7) : t > 7T} has a global pullback attractor A, = {A,(t)}ier,
satisfying that

U U A, (t)  is bounded. (8.5)

teR nel0,no]
Then, the family of pullback attractors is upper semicontinuous at n = 0. More precisely, we
have

disty (A, (1), Ao()) =30, for allt € R (8.6)

Proof. Let B be a bounded set in ) such that (J,.g U [ Ap(t) C B and let § > 0 be a
positive small number.

From the pullback attraction properties of Ay we have that there exists a T" > 0 large
enough such that disty(Ty(t,t —T)B, Ao(t)) < /2. From (2.13]) we can choose 19 > 0 small
enough such that ||T,,(¢t,t —T)z —Ty(t,t —T)z|ly < /2 for all z € B and 0 < n < 7. Hence,
we have disty (T, (¢t,t — T)B, Ap(t)) < ¢ and from the invariance properties of the attractor
A, we have A, (t) C T'(t,t —T)B and therefore disty(A4,(t), Ao(t)) <0 for 0 <n <mny. O

WG[O:WO

Without any other assumption on the structure of the attractors and in particular of
the limitting attractor Ay it seems very unlikely to obtain stronger convergence statements
than the ones from Corollary [8.2] and Corollary In particular it does not seem possible
to obtain a continuity result of the attractor, unless, roughly speaking, the atractor Ag
is obtained, for each t € R, as the union of the unstable manifolds of all the hyperbolic,
bounded and global solutions of . Note that this is precisely the case for autonomous
gradient systems, see [24, [I8], [16], [I7]. If this is the case, then Corollary will provide the
lower semicontinuity result and Corollary the upper semicontinuity one.

As a matter of fact, we can show,

Theorem 8.6. Consider the family {T,(t,7) :t > 7 € R}, n € [0,1], of nonlinear evolution
processes and assume Condition [2.11.  Condition and Condition hold. Suppose
that, for each n € [0, 1] the nonlinear process {T,,(t, ) : t > 7} has a global non-autonomous
pullback attractor A, = { A, (t) }er, satisfying (8.5).

Assume also that has a family of hyperbolic bounded and global solutions &y, i €
Iy (with Iy being a possibly countable index set) and that the pullback attractor of ,
Ao = {Ao(t) : t € R}, is the closure of the union of the unstable manifolds W*(£) of the
hyperbolic bounded global solutions &}, i € I, i.e.

Ao(t) = [ W&o t), teR. (8.7)

Then the family A, = {A,(t), t € R}, 0 < n < 1o, is upper and lower semicontinuous at
n =0, namely

disty (A, (1), Ag(t)) + disty(Ag(t), Ay(t)) =30, for allt € R. (8.8)
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Proof. The upper semicontinuity part follows from Proposition [8.5 The lower semicontinu-
ity part follows from together with the hypothesis and the fact that ( J,, I, W (&) (t) C
Ay(t) (see Proposition 2.11 in [32]), where we denote by {&;, }ics, the set of global and
bounded hyperbolic solutions of ([2.4). O

Now, as a direct consequence of Theorem 2.9 in [I7] we get uniform convergence in bounded
intervals of R

Corollary 8.7. Under the assumptions of Theorem[8.6],
disty (A, (t), Ag(t)) + disty (Ao (L), A, (1)) = 0, (8.9)
uniformly in I C R, with I any bounded interval of R.

Under stronger assumptions on the attractor Ay = {A(t)}+ter we can show that the

convergence in (8.8) from Theorem 8.6 is uniform in ¢ € R.

Corollary 8.8. Assume we are in the hypotheses of Theorem[8.6, Consider also the following
conditions.
i) Assume the limitting attractor Ay has a finite number of hyperbolic bounded and global
solution {&;o}i=y with local unstable manifolds W,.(§7o, p) and that for each e > 0, there is
aT >0 such that

disty (Ao(t + 1), [ JTo(t + T, 0) (W&o, p)(ﬂ)) <€ uniformlyint€R - (8.10)

i=1

ii) Assume the attraction of Ay depends only on the time ellapsed uniformly in t € R, that
is, for each R >0, 6 > 0, there exists T = T(B, ) such that

disty (To(t,t — T)(Br), Ao(t)) <€,  uniformly int € R (8.11)

where By is the ball in Y centered at the origin of radious R.

Then, the convergence in is uniform in t € R. As a matter of fact, from we
obtain the lower semicontinuity uniform in t € R and from the upper semicontinuity
uniform in t € R.

Proof. Observe that from (8.10)), (8.1)) and since T, (t + 7, ) (W&, p) (1) C Ayt +T), we
obtain

lim sup [disty (Ao(t + 1), A, (t +T))] < e, uniformly in ¢t € R
n—0

which implies that the lower semicontinuity is uniform in ¢ € R.
For the upper semicontinuity we repeat the proof of Proposition and use (8.11)) to
obtain the upper semicontinuity uniform in ¢ € R. 0

9. Some generalizations

Note that many of the results in previous sections can be generalized in several ways.

First, the parameter in the equation has been considered to be a real number n € [0, 1]
which is, by no means, a necessary restriction. In fact we coud consider problems with generic
parameters in a topological space n € A and replace the condition n — 0 by n — 19 € A.
No proof above needs major changes besides notations.
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Second, observe that the reference problems (2.3) and (2.4) need not to be nonlinear
perturbation of autonomous problems and we could consider time-dependent operators B(t)
and B, (t) as well. In this situation we would consider linear evolution operators

US(t, )|l ey < M(t— )12
1UR(t, s)|| ciz) < M(t— 5) " Te A=) o)
’|U7(7)(t= )|z < M(t— 5) Ve~ t=9)

for t > s, instead of linear semigroups in Condition Also, Condition [2.15| will now read

sup  (t —9)7|U)(t,s) — Ug(t, s)llcz) < p(n, T),

0<(t—s)<T

sup_ (1= 5 U1, ) — UB(1, )l ez < ol T), 02
0< (t—5)<T

sup  (t = s)7(|U (¢, s) — Ug (¢, 8) | cvy < p(n,T).
0<(t—9s)<T

with p(n,T) — 0 as n — 0. With these notations most variations of constants fomulae used
before need obvious modifications. For example, (2.7) now is written as

t
Tﬂ(t7 T)y() = Ur(])<t7 T>y0 + / U1(7)(t7 S>f(87 TT](Sv T)yO) d87 n € [07 1]7 (93>
while (2.10) and (2.11]) will now read

Uy(t, T)yo = Uy (t, 7)o + /t U, (£, 5)(Dy f (s, () Uy (s, 7)yods

VU(t?T)yO = U??(tﬂ—)yO + /t Ug(t7 S)(Dyf<57§8(8)))‘/7](87 T)yOdS’

In fact note that in and in , even if we start out of linear autonomous operators,
we are faced to deal with linear nonautonomous ones.

These last referred expressions, and , show that even if the original nonlinearity
does not depend on parameters, one is faced to deal with problems where the nonlinear term
varies with 7. Hence we could consider from the beginning nonlinear terms such that

sup sup {||£:(t,y) — fo(t.9)llz + | Dyfe(t,y) — Dyfolt, ezt =50.  (9.4)

teR |lylly<r

All proofs would remain unchanged.
Note that to cope with problems of the form

y =B,y + f(t,y), y(T)=yo,

we can then consider the parameter 77 = (1, ¢) and read the problem as

g =By + fit,y), y(1) =0
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10. General examples

10.1. Convergence of Resolvents and Convergence of Semigroups. In this section we
present a general framework which (with variations depending on the type of problem under
consideration) enables us to obtain Conditions and [2.15] Later we use this reasoning
in Section and in Section but it applies to many other situations with suitable
changes.

Consider a family of closed densely defined operators (possibly unbounded) with common
domain B, : D(*8,) C Z — Z. Assume also that the Graph Norms in D(%B,) give equivalent
norms for all values of 7 and with uniform equivalence constants. Assume that

sup ||BoB,[cz) < oo, lim[[B," — By ||z =0, (10.1)
n€l0,1] =0

and that there is a constant M > 0 and ¢ € (0, ) such that, for some o € (0, 1],
M
L+ [

where ¥4 = {A € C: ¢ < argh < 7} U{0}. Let I' be the boundary of ¥, oriented in the
direction of decreasing imaginary part.

[ —B,) o) < 18,3 = B,) Moz < MO+, VA€, (102)

Remark 10.1. Observe that the case in which the domain varies with the parameter and
some fractional power space independent of n could also have been considered, although we
have chosen the above framework by clarity in the exposition.

Then, we have the following preliminary Lemma.

Lemma 10.2. If (10.2)) holds then, there are constants w > 0 and M > 1, independent of
n € [0, 1], such that

He%ntHK(Z) < MtflJrozefwt’ ”e%ntH[Z(Z,Zl) < Mt72+a€7wt’ t 2 0.

Lemma 10.3. If XA € p(B,) N p(Bo) then, the following identity holds

A+B,) ' —(A+B) ' =B,(\+ %n)_l(%;l — B[ = A\ +DBo) . (10.3)
As an immediate consequence we have that
[+ B,)7" = 0+ B) o) < (M + D20+ N8, — B ez (10.4)

Proof: First note that B, = (I + A8, ")(A +B,)"", 0 <7 < 1. Then
BB =T+, HA+B,) " — ([ +AB;)(A+Bo) !
=(A+B,) " = (A+Bo) " +AB, (A +B,) " — (A +Bo) )
FAB, A+ Bo) = AB A+ Bp) !
=T +2B,)(A+B,) ' = (A+Bo) )+ (B, — By AN +Bp) "
The result now follows noting that (I + AB,")~" =B, (A +B,)"'
With this we can prove then that is satisfied.
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Theorem 10.4. Assume that (10.1)) and (10.2) are satisfied. Then, for any ~y € [0,1]

=) (1+7) ”e €%0t|’£(2) < 0”%771 . ‘361”2(2) for any ~v € [0,1] (10.5)
and
PR 00D B0 0 2y < OB, — By 457 for any 7,0 € 0,1)
(10.6)

Proof: In fact, from ((10.4)), we obtain that

1 _ _
@t — €%°t“£(z) < o /F M I(x — B,) " — (A~ Bo) 1HE(Z)d’)"

__1 —a —1-— —Q - N
< O/e cos¢|“|(1—|— |Iu|1 )2d|,u|t 1-2(1 )”53771 _%OIHE(Z)
T

< Ct_1_2(1_a)||%;1 o %EIHC(Z)
and from ({10.2)) we have that

1 _ -
e = ez < 5o [ 1= By) ™! = (= Bo) ey

2M
r L+ |pl®
g Ct*1+a'
From this ((10.5)) follows easily. As in the previous estimate

le®* — e®*lgiz,z1) < /Ie”l 1B0%B, "By (A — By) "' lloiz) + 1Bo(A = Bo) "l eiz))d|A

s C/ el (1 4 ] =) |l
r
< Ct_2+a.
From this, ((10.5) and the Moment’s inequality ((10.6|) follows.

10.2. Asymptotically autonomous gradient systems. In [15] (see also [18]), a similar
situation than in this paper was considered. In that case J) = Z and the semigroups e*n are
assumed to be strongly continuous in Z. Then the authors prove that the pullback attractor
resulting from a suitably small non-autonomous perturbation of an autonomous gradient
like semigroup in which there are a finite number of equilibria, all of them hyperbolic, has a
similar structure, namely for n — 0,

U “(&in() teR, (10.7)

where the §; ,(-) are global hyperbohc bounded solutions (see [39] and [23] for similar results,
the first one related to regular non-autonomous perturbations of semigroups, and the second
one for a singular perturbation in the nonlinear part of equations. Note that our singular
perturbation of unbounded operators differs crucially from all the above references). The
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proof is based on the convergence of processes to the corresponding gradient semigroup as
in (2.13). Moreover, it is proved in [I5] that actually A,(¢) is a uniform pullback (and so
forwards) exponential attractor.

Finally, putting together the main results from this work and from [14, [I5] we conclude
the continuity of attractors under both singular and regular perturbation, i.e., consider the
autonomous semilinear problem on the Banach space ).

y=Boy+ fo(y), v(T)=1yo (10.8)

and, for ¢ € [0, 1], a singular (in the hypotheses of Section (1)) and non-autonomous pertur-
bation of it

y=Byy+ f(ty), y(T)= Yo, (10.9)

where, for each r > 0,

sup sup {I1:(t,) — fo)llz + IDyfo(t.1) = Dyfolleonmy} =20, (10.10)
teR |lylly<r
Then, if is a gradient system, we prove the continuity and characterization of the
pullback attractors associated to (10.9)).
Let {T,,-(t,7) : t > 7 € R} be the nonlinear evolution process in ) associated to ([10.9).
Assume that {7, .(¢t,7) : t > 7 € R} has a pullback attractor {4, .(t) : ¢ € R}. Assume
also that the nonlinear semigroup {1y = Typo(t) : t > 0}, associated to , is Lipschitz

continuous on bounded sets; that is, for each bounded subset B of ), there exist ¢ = ¢(B)
and L = L(B) > 0 such that

| Tyc(u — Ty c(t)v|ly < ce||u — ||y, for all u,v € B, Vn € [0,1], Ye € [0,1].  (10.11)
Then,

Theorem 10.5. Let {A,.(t) : t € R} be the pullback attractor for {T,.(t,7) :t > 7 € R}.
Assume that {To(t) : t = 0 € R} is a gradient system (that is, it has a Lyapunov function),
has a finite number of isolated hyperbolic equilibria S = {yf, - ,y:} and that (10.10) is
satisfied. Then the family {A,.(t),0 < n < no} is upper and lower semicontinuous at
n,e =0, namely
sup disty (A, - (£), Ao () =50, (10.12)
teR
where Ag(t) = A for all t € R is the global attractor for {Ty(t) : t = 0}. Moreover, there
exists ng, €9 > 0 such that
Ay (t) = U W (&, (), VE € R and Vn € [0,m0] and € € [0, &),

1/77775

being &, . global hyperbolic solutions of (10.9).
Finally, there exists v > 0 such that, for B C Z bounded,

sup dist(T, - (t + 7, T)ug, Ay (t + 7)) < c(B)e ™, for all ug € B. (10.13)
R

TE
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Proof. The proof of the continuity of the n, c-attractors is just a consequence of Theorem

and Theorem 7.1 in [14]. Indeed, consider

y="Boy+ fo(y), y(T)=wo (10.14)
and an autonomous perturbation of it
y=By+ foly), y()= o, (10.15)
and next, consider a non-autonomous perturbation of
=By + f-(t.y), y()= 1o (10.16)

Now, as a consequence of our results and the results in [I5], the semigroup associated to
is gradient like. Now, from [15], a non-autonomous perturbation of a gradient semi-
group is a gradient-like process, and the pullback attractor of the process associated to
(10.16|) is such that

Ape(t) = U, W (&, )(t), vt € R and Vn € [0,n].

1,1,
holds for all € suitably small.
Finally, the exponential attraction property in (|10.13)) follows as in the case of regular
perturbations (see [15]). O

11. Application to concrete problems

This section is devoted to present a few examples of diverse nature for which the theory
developed here applies. Each example has a very peculiar singular nature and where chosen
to show the variety of singular perturbation problems that appear in the modeling of real
world phenomena by differential equations

11.1. Varying Diffusivity. Let  be a bounded smooth domain in RY, N > 1 and € €
[0, 1]. Consider the parabolic problem
up = div(a.Vu) —u+ f(t,u), x €
0 11.1
0, zean, (11.1)
on
where f: R xR — R is a globally Lipschitz function with bounded derivatives up to second
order and a, : 2 — [1,2] is a continuously differentiable function.
Assume that a, <3 aq in L'() and let A, : D(A) C L2(Q) — L2(Q) be the linear
operator defined by
ou

D(A) ={ue H*(Q): o 0} := H2(Q),
n
A = —div(a.Vu) +u, Yu € D(A,).
Note that,
Theorem 11.1. There is a constant M > 0, independent of €, such that
M
A+ A)7 <—
A+ A) ™l 2er2 ) Y

for all A € ¥y and for each ¢ € (0, 7).
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Proof: That follows immediately from the fact that A, is positive, self adjoint and its first
eigenvalue \§ converges to the first eigenvalue Ay of Ay

From this and Lemma [10.2] with v = 1 we immediately have that

Lemma 11.2. If (10.2) holds then, there are constants w > 0 and M > 1, independent of
€ € [0,1], such that with Z = L*(Q2) we have

ciz) < Me™' (e zzy < MtTHe™, ¢ >0,
et || piz.zv) < ME7e™ (e zvy < MtV > 0.

This verifies Condition R.111

Act

e
Act

To verify Condition we use the results of Section Let us verify (10.1]). Clearly,
from our hypothesis,

sup ||AOA€_1||[,(L2(Q)) < 0.
€€[0,1]

In order to prove that A-! converges in the uniform operator topology to A;* we note that
ue = A-! f, means that u, satisfies

/aEVu€ng5+ / U = / f.¢, for each ¢ € H' () (11.2)
Q Q Q

It is easy to see that, if || fe|[ 2(o) < 1 then there is a constant ¢ > 0 such that ||uc|| g1q) < c.
From this we have that there is a subsequence (which we denote the same) such that u, =9 Ug
strongly in L*(Q) and weakly in H'().

Also, since a. — ag in L'(Q) there is a subsequence which converges almost everywhere in
Q. From the Lebesgue Dominated Convergence Theorem, a.V¢ converges to agVe in L?(Q).
Since the limit is independent of the subsequence taken the convergence follows. Making
e — 0in we have that, if f. — fo weakly in L?(Q).

With this we prove that

/CLOVUOVQH—/UOQS = / fo¢, for each ¢ € H'(Q) (11.3)
Q Q Q

and, consequently, ug = A" fo.

Remark 11.3. Asking that a, % a0 uniformly in Q and that f. il fo weakly in L*(2),
we can also prove the continuity of the solutions u. of (11.2) to the solution ug of ((11.3)
strongly in H'(QY). That is accomplished using the variational formulation of the solution.

In fact we can prove

e—0

Theorem 11.4. [|A7! — Aj'|zz) = 0.

Proof: Suppose not. Then, there exists a sequence u, € L*(Q), |lun|z2@) = 1 and d > 0
such that

HA;lun — Aalun”Lz(Q) 2 d
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Hence there is a subsequence, which we again denote by w,, and a function u such that
n—

oo . _ — . . . .
u, "= u. From our previous result A-'u,, — Aj;'u which is a contradiction.

From this ((10.1)) is satisfied. It follows from ((10.4)) with o = 1 that
Theorem 11.5. Assume that (10.1)) and (10.2)) are satisfied. Then, for any -y € [0, 1]

Pl — ez < CIAT — A2, (11.4)
and, for any v,v € [0,1],
tv(l—v)—&-u”eAet _ ertHL(Z,ZV) <O|ATY - 1”2((12 V). (11.5)
and
t7(1*”)+””e‘45t _ eAOtHE(ZV) < CHA;l 1HZ(IZ u). (11.6)

This completes the verification of Condition [2.15

Now, if in Theorem we take v < 3 and v = 3, the Nemitskim map associated to

f(t,) : Z2 — Z clearly satisfies Condition [2.13|

11.2. A semilinear problem with singularity at the inital time. Let €2 be a bounded
smooth domain in RY and Py, P, be arbitrary points in 2. Consider the problem

—div(a.Vw) +w = fi(t,w) xz€Q, t>0
ow _ =0, x € 0N
! on 1 (11.7)
vy — 5 (gvs), +v = fa(t,v), z € (0,1)
Lv(0) =w(F), o(l)=w(P)

where a, : Q@ — [1,2], € = 0, is CY(Q), ac — ao in LY(Q) and fi(-,-), fo,) :RXxR — R
are bounded C* functions which are globally Lipschitz continuous in the second variable
uniformly for ¢ € R.

Following [5], consider the Banach space Uy := LP(Q2) @ LF(0,1), that is (w,v) € Uy if
w € LP(Q), v € LP(0,1) and the norm is given by

1
lw oy = [ P+ [ gl
Q 0

For % <qg<pletY=Uand Z=U] and let A, : D(A.) CY — Y be defined by
D(A.) = {(w,v) € Y :w € D(A.), (gv") € L*(0,1), v(0) = w(B), v(1) = w(P)}
1
Adw, v) = ( - div(aVw) +w, — (gv') + v), (w,v) € D(A,), (11.8)
where where D(A.) = {u € W?P(Q) : 2* = 0in 09} and Acu = —div(a.Vw) + w, for
all w € D(A.). Moreover, for p > N/2 we have from Lemma B.1 v) in [4] that D(A.) is

continuously embedded in C"(€2) for some r € (0,1) and with uniform embedding constant.
This tells us that the functions in D(A.) have trace at P, and P;.
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Proposition 11.6. The operator A, defined by has the following properties
(1) D(A,) is dense in ),

(17) A. is a closed operator,

(1ii) Ae has compact resolvent and

(iv) p(Ae) D Xy, where Xg is given by

Yo :={A e C\{0}: |argA| <7 —0}U{0} (11.9)
and we have the following estimates
C
Ac+ 27! —_— 11.10
A+ 2 leo) < gy (11.10)
1(Ae +X) e < ¢ (11.11)
|Al*+1
1A+ N ez < O (11.12)
€ L(Z2Y) X ‘)\’O‘—Fl .
and
[A(Ac+ X Hlee) S CA+ A7), (11.13)
f0reach0<a<1—%—%(%——)<l /\629

Remark 11.7. We note that « can be taken as close to 1 as we wish by choosing p and q
large.

Consequently, as in Lemma [10.2] we have that

Lemma 11.8. From (11.10), (11.11)), (11.12) and (11.13)), there are constants w > 0 and
M > 1, independent of € € [0,1], such that

‘6 £(2) < Mtaflefwt’ ’6 ) < < Mt> 1 ﬂ.ut’ ‘6

This completes the verification of Condition [2.11

LzY) S < Mot ﬂdt t>0.

Proceeding as in Lemma [10.3| and using Proposition [11.6[ we have that
Lemma 11.9. If A € p(A.) N p(Aoy) then, the following identity holds
A+A) T =N+ A) =AM+ A)HATT = AGH[T — M+ Ag) 7. (11.14)
As an immediate consequence we have that
I+ A)™ = A+ A0) Moz < CA+ AT IAT = Ayl
I+ A) ™ = (A + Ao) Hlezy) < CL+ AT NA = Agllec), (11.15)
I+ A)™ = A+ Ao) ey < CA+ AT IAT — At lecz).-
Also,

e—0

Theorem 11.10. [|A7! — Atz = 0.
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Proof: Let (f,h) € Y. Solving the equation (w.,v.) = AZ'(f,h) is equivalent to solve
Ap(we, ve) = (f, h), which is equivalent to find the functions (we, v¢) verifying,

(—div(a.Vw,) + w. = f, r €N
ow
£=0 01}
on , T €
(11.16)
1
_5 (gUé)/—FUE:h, s € (071)7
[ 0(0) = we (o),  ve(1) = we ().

Clearly, from Theorem |11.4{ and from (11.16)) we have that |w. — w||r2(q) % 0 and

consequently (using again Lemma B.1 v) of []) ||we — w|¢(q) 80 for any s < 2.
We consider now the change of variables z = v.—&., where &, is the solution of the following
problem

[
— 98 =0, se () (11.17)

£e(0) = we(Po),  &c(1) = we(Fr).
and we apply it to the last two equations of (11.16)), we have

1
—E(gzé)/+ze =h—-¢&, s€(0,1)

2¢(0) = z.(1) = 0.
Note that, if A, : D(Ay) C LF(0,1) — Lb(0, 1) is the operator given by
D(Ay) ={z € L}(0,1) : (g2") € L2(0,1) : 2(0) = 2(1) = 0}
1
Az = - (92" + 2, Vz € D(A,),

we have the following resolvent estimates
Ize = 2oll 20,1y = 145 (& = &0)ll Lz 0,1y < Clliée — &oll g0y (11.18)
Hence, for v, = 2z, + & we have, for s < 2 suitably close to 2.
[ve = voll Lz 0,1y < Cll&e = ol La(o,1) < Cllwe — wolle) < Cllwe — wollwsw(q)-

This concludes the proof of the theorem.
With this we can prove in a similar way as in Theorem that

Theorem 11.11. For p suitably large, there are v < % and r(y) > 0 such that
e — elz) < OlIAT = AT (11.19)

and
Pl — el oz z0 < CIAT = AR, (11.20)

This completes the verification of Condition [2.15
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11.3. Second order dissipative ode. Following [12] we consider the Cauchy problem for
the following second order ordinary differential equation

ex+1=—pxr+ f(t,z), (t,r) e RxR"

11.21
(1) =29 € R", x(7) = vp € R™. ( )

assume that g > 0, f : R x R® — R" is a C"! function which is globally Lipschitz, globally
bounded and that there is a M > 0 and with symmetric Jacobian matrix at every point. If

we rewrite the above equation in the form of a system with variables x and v = ez we have
that

d r] _ 0 I/E x 0 T n n

E[v]_|:_ _[/E:|[v]+[f(t,m)}7 [U]ER x R
[5](7) = [ ] € R™ x R™.

Clearly, the solutions for 1} are globally defined. If, for each [70] € R" x R",

Se(t,7) [ 29 ] denotes the solution of (11.22)) at time ¢, the solution operator family {S, (t 7') ;

(11.22)

t>7} deﬁnes an evolution process in 37 Z = R" x R" with the norm || [§] ||3, = pa® + v
The above system can be rewritten as
d 1 I I I 0
- vl =—1% ;o] eR"xR"
dt {—eul 0] o] ol {—eu[ 0] {f(t,x)} 0] . (11.23)

[3](7) = [ew] € R" x R™

As the parameter € tends to zero, one would expect that the dynamical properties of ((11.22))
would be given by

dt{ 1 Rm RB o) Lpn) FIER <E (11.24)
=[%] e R* x R"

which corresponds to v = 0 and

d
pride —px + f(t, x)

z(T) = xp € R".

(11.25)

Note that the solutions for (11.25)) are globally defined and the solution operator family
{Ro(t,7) : t > 7} defines an evolution process in R". To compare the dynamics of these two
problems we should find a way to see the dynamics of ((11.25) in X. That is done simply
defining

So(t,7) [t0] = [Foltm=o] ¢t > 7 and So(r,7) =1, T € R.
and noting that
1) So(t, 1) [% |= [RO(tOT)’”O} [RO(t S)RO(”“} So(t, s) [RO(S”“’] So(t, s)So(s,7) %] for

0
allt>s> 71
2) (t, 7, [w]) — So(t,7)[25] € Y is continuous.
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Consequently, {So(t,7) : t > 7} is a singular evolution process at zero.
The linear semigroup {e?<! : t > 0} associated to

—pul —1]e
[51(0) = [&h] € R x R™.

d r] __ 0 ]/6 T T n n
E[v] - |: :| [v]? [v] € R" xR (11.26)

is given by
)\16)‘2t—>\26/\1t et Aot
_ PYEW cO1—X2)
Te(t) - E)\1)\2(6A2t—6A1t) )\1@>‘1t7)\2€)‘2t
A1—A2 A1—A2

where A, = %?Tw and Ay = @, e(A1 — A\2) = /T — 4eu. Note that, A 0 — I,

e—0

/\2 — —0OQ, E)\l ﬂ) 0, E)\g ﬂ) —1.
Define the singular semigroup {7o(t) : ¢ > 0} by

Theorem 11.12. Let Y = Z := R™ x R™ with the norm ||[“]|% = |[v||3. + pljull2.. There
exists a constant M > 1, independent of € € [0, 1],and of u > 1, such that

I Te(®)]lcy) < M (11.27)
and, for a € [0,1],

IT.(t) = To(t) |l ey S op o et 2 e 5, (11.28)
This ensures that Condition and Condition 2.15| are satisfied. Clearly, Condition [2.13]
is also satisfied.

11.4. Viscous Cahn-Hilliard equation. Following [13] consider the viscous Cahn-Hilliard
problem

(1 —v)u = —A(Au+ f(t,u) — vu), in Q,
u(t,z) = Au(t,z) = 0 in 09, (11.29)
u(0, z) = up(x),

where v € [0,1], f € C'(R,R) is a bounded function with bounded derivatives up to second
order and €2 is a bounded smooth domain in R"”, n > 3.

Let A = —A with Dirichlet boundary condition, D(A) = H}(2) = X! and A takes values
in X = H1(Q) = (H)}(Q)). Denote by X* := D(A%),a > 0, fractional power spaces
associated with A. Define A, = A*((1 — v)I + vA)™! and let B, = A((1 — v)I + vA)~L.
Clearly, for all v € [0,1], A, are self-adjoint and positive operators defined in D(A) with
values in X for v € (0,1] and with values in X~ 1) if v = 0; X! being the extrapolated
space. Similarly, the operator B, is bounded positive and self-adjoint if v € (0,1] and
By=A:D(A) C X — X.

Using this notation we rewrite as

u = —A,u+ B, f(t,u), (11.30)
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or, since A;'B, = A7! as

AT') = —u+ A7V (). (11.31)

Now, from the convegence
At=(1-+vAA? - A as v—17,
At - A2 as v—0F

in the uniform operator topology, the limit problem ((11.31f),—; will be the semilinear heat
equation, while ((11.31]),—o will be the classical Cahn-Hilliard equation.
Hereafter we assume, without loss of generality, that f(¢,0) = 0. In fact, if f(¢,0) # 0 we

may replace f(t,s) by f(t,s) = f(t,s) — f(t,0) without changing (11.29).
The equation (11.30)) defines a process {S(¢t,7):t > 7} in Y := X' v €[0,1] and

¢
S, (t, Tug = e~y +/ B,e (=9 f(s, S, (s)ug)ds

-
and

t
So(t, T)ug = ey + / Ae 19 £ (5, So(s)up)ds.

T

Let Z2 = X, 0<e< % Clearly, f : Y +— Z, satisfies Condition . Also, it is easy
(from the fact that A, is self adjoint and positive) that Condition is satisfied. Hence

we only need to verify Condition 2.15] To that end, note that

Lemma 11.13 ([I3]). There is a ¢ € (0,%5) and a constant M > 0 such that

1A = A7 < My, |47 = AL < My — pland

M
A+ A7 <
0+ 4971 < T

for all X € g :={X € C\{0}: |argA| <7 —0}U{0}. In addition

I+ A)™ = A+ A) T < O AT = ALYl (11.32)
and for any o € [0,1], v € [0,1], i = 0,1,

i, —Ay i ,—Au ] -1 _ A-1l||«
[ A et — ALe™ | < Mt AT — A (11.33)

Theorem 11.14 ([13]). For any 0 <e <1 and v € [0, 1],
||B,/€_Ayt||£(z’y) < Mt_H_%.

Furthermore, given 0 < e <1 and o < we have that 3 =14 a(l —¢) — § <1 and

2(1676)
1Bye™ " — Bue | pzy) < MEP|| A — A0

for all p,v € [0,1].
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