ON THE MODELLING AND SIMULATION OF HIGH PRESSURE PROCESSES AND INACTIVATION OF ENZYMES IN FOOD ENGINEERING

J.A. Infante*, B. Ivorra†, Á.M. Ramos‡ and J.M. Rey§

Departamento de Matemática Aplicada, Universidad Complutense de Madrid
Plaza de Ciencias, 3, 28040–Madrid, Spain

*ja_infante@mat.ucm.es, †ivorra@mat.ucm.es, ‡angel@mat.ucm.es, §jose_rey@mat.ucm.es

28 Enero, 2009

Abstract

High Pressure (HP) Processing has turned out to be very effective in prolonging the shelf life of some food. This paper deals with the modelling and simulation of the effect of the combination of high pressure and thermal treatments on food processing, focusing on the inactivation of certain enzymes. The behaviour and stability of the proposed models are checked by various numerical examples. Furthermore, various simplified versions of these models are presented and compared with each other in terms of accuracy and computational time. The models developed in this paper provide a useful tool to design suitable industrial equipments and optimize the processes.
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1 Introduction

At present, the demand of safe and minimally processed food prepared for immediate consumption (ready–to–use and ready–to–eat) has increased significantly, in order to meet the needs of restaurants, collective dining rooms (colleges, companies, hospitals, residences, etc.) as well as domestic consumption.

One of the technologies that can be used for the preparation of these products is High Pressure (HP) processing, which has turned out to be very effective in prolonging the shelf life of some foods (cooked ham, juices, guacamole, oysters, etc.), being already a reality at an industrial level. One of the great advantages of this process is that they do not use additives, which consumers prefer to elude. Also, it avoids the use of high temperatures during the process (not like Pasteurization), which may have adverse effect on some nutritional properties of the food, its flavor, etc. (see, e.g., [10] and [11]).
This paper deals with the modelling and simulation of the effect of the combination of high pressure and thermal treatments on food processing, focussing on the inactivation of certain enzymes. Other studies for this kind of problems can be seen, for instance, in \[4\] and \[8\]. Due to the high computational complexity needed to solve the full models (which include heat and mass transfer and non–constant thermophysical properties), we are also going to consider and to study some simplified versions of them. All of these models might become very important in order to design suitable industrial equipments and optimize the processes.

In Section 2 some models for enzymatic inactivation are presented. These models need the pressure and temperature profiles as an input. These quantities are obtained by means of the full and the simplified models developed in Section 3, where we also propose a sensitivity analysis. In Section 4 we couple those models in order to get numerical results for the distribution of temperature and inactivation of enzymes. Finally, in Section 5 we outline the final remarks, describing the steps proposed to optimize a thermal–HP process for any particular food and equipment.
2 Mathematical model for enzymatic inactivation

In order to predict the impact that HP–thermal processes have on the activity of some enzymes in food, we have implemented a particular first order kinetic model. Basically, it describes the evolution of the activity which depends on the pressure and the temperature, which are needed as an input for the model.

Several experimental protocols may be used to measure the enzymatic activity; typically, they take into account the variation of a suitable magnitude (for instance, oxygen concentration \([O_2]\) \(\text{cm}^3\text{min}^{-1}\), \([\text{mL of } 0.01\text{M NaOH}]\) \(\text{min}^{-1}\) for the magnitudes expressed above, respectively).

The evolution of the activity \(A\) of an enzyme is often described by the following first–order kinetic equation \([24, 30]\):

\[
\frac{dA}{dt}(t) = -\kappa(P(t), T(t)) A(t),
\]

where \(t\) is the time (min), \(P(t)\) is the pressure (MPa) at time \(t\), \(T(t)\) is the temperature (K) at time \(t\), \(\kappa(P, T)\) is the inactivation rate (\(\text{min}^{-1}\)) corresponding to the pressure–temperature conditions given by \((P, T)\) and \(A(t)\) is the activity of the enzyme under study.

In the literature, several mathematical formulae that describe \(\kappa(P, T)\) can be found. They are usually based on equations that model the pressure–temperature dependence of chemical reactions and they are chosen depending on the enzyme being studied.

Equation (1) provides a macro behaviour of the enzymatic activity. Nevertheless, it is not capable of capturing the non–homogeneous activity distribution that could appear (due to non–homogeneous temperature distribution) inside the food. Here we restrict the exposition to two equations that describe some types of enzymatic inactivation, which are then going to be used for numerical simulations in Section 4.

- The first equation is provided by a suitable combination of Arrhenius equation (modelling the temperature dependence) and Eyring equation (modelling the pressure dependence) \([21]\):

\[
\kappa(P, T) = \kappa_{\text{ref}} \exp \left( -B \left( \frac{1}{T} - \frac{1}{T_{\text{ref}}} \right) \exp \left( -C(P - P_{\text{ref}}) \right) \right),
\]

where \(T_{\text{ref}}\) is a reference temperature (K), \(P_{\text{ref}}\) is a reference pressure (MPa), \(\kappa_{\text{ref}}\) is the inactivation rate at reference conditions (\(\text{min}^{-1}\)), \(B\) is the parameter that expresses the temperature dependence of \(\kappa\) (K), and \(C\) is the parameter that expresses the pressure dependence of \(\kappa\) (MPa\(^{-1}\)).

- The second equation is obtained by considering Eyring’s transition state theory adapted to enzymatic study \([12, 22]\):

\[
\kappa(P, T) = \kappa_{\text{ref}} \exp \left( \frac{-\Delta V_{\text{ref}}}{RT} (P - P_{\text{ref}}) \right) \exp \left( \frac{\Delta S_{\text{ref}}}{RT} (T - T_{\text{ref}}) \right) \exp \left( \frac{\Delta V}{2RT} (P - P_{\text{ref}})^2 \right) \exp \left( \frac{-2\Delta \zeta}{RT} (P - P_{\text{ref}})(T - T_{\text{ref}}) \right) \exp \left( \frac{\Delta C_p}{RT} (T\ln \frac{T}{T_{\text{ref}}} - 1 + T_{\text{ref}}) \right) + \text{high order terms},
\]

where \(R = 8.314 \text{ (J mol}^{-1}\text{K}^{-1})\) is the universal gas constant, \(\Delta V_{\text{ref}}\) is the volume change at reference conditions (\(\text{cm}^3\text{mol}^{-1}\)), \(\Delta S_{\text{ref}}\) is the entropy change at reference conditions (\(\text{J mol}^{-1}\text{K}^{-1}\)), \(\Delta C_p\) is the heat capacity change (\(\text{J mol}^{-1}\text{K}^{-1}\)), \(\Delta \zeta\) is the thermal expansibility factor (\(\text{cm}^2\text{mol}^{-1}\text{K}^{-1}\)) and \(\Delta V\) is the compressibility factor (\(\text{cm}^3\text{J}^{-1}\text{mol}^{-1}\)). Depending on the enzyme that is being studied, higher order terms can be added to (3) in order to refine the approximation of the pressure–temperature dependence of the activity \([22]\).

The parameters of the selected equation have been estimated using regression techniques on the data provided by experimental measurements of the activity \([3]\). We point out that they may depend on the enzymatic production lots used in the experiment (see, for instance, \([21]\)).
Once the equation and parameters of $\kappa$ have been obtained, the solution at time $t$ of (1) is obviously given by

$$A(t) = A(0) \exp \left( - \int_0^t \kappa(P(\sigma), T(\sigma)) d\sigma \right).$$  (4)

Putting this into practice, we set $A(0) = 100$ units, which is equivalent to assume that $A$ is the percent value of the initial activity.

These models have been successfully applied when studying the inactivation of various enzymes with different conditions of pressure and temperature (see [12, 21] and [22]). However, they can be used only for cases where the temperature is known (typically by experimental measurements). Therefore, these models do not allow to perform numerical optimization in general situations without temperature evolution data. Furthermore, unless we know the distribution of the temperature and its evolution inside the food, this model is only able to describe macro values for the enzymatic activity without being able to provide the possible non–homogeneous distribution of the activity inside the food. All these drawbacks will be overcome in the following sections by developing models (Section 3) that are capable of describing the distribution of temperature inside the food sample and by coupling them (Section 4) with the models presented in this section.

### 3 Heat and Mass Transfer Modelling

When HP is applied in Food Technology, it is necessary to take into account the thermal effects that are produced by variations of temperature due to the compression/expansion that takes place in both the food sample and the pressurizing fluid.

During and after the compression, there is heat exchange between the pressure chamber, the pressure medium and the food sample. As a result, we get a time–dependent distribution of temperatures. In the fluid medium (the pressurizing fluid and also the food sample when it is in liquid state) temperatures variation implies fluid density variation, leading to free convection during the high pressure process. Therefore, conduction and convection have been considered in these models, taking into account heat and mass transfer [3, 19].

Often, HP experiments are carried out in a cylindrical pressure vessel (typically a hollow steel cylinder) previously filled with the packed food and the pressurizing fluid. The user may choose if the food sample is going to be cooled or warmed during the process.

Due to the characteristics of this kind of processes, we assume that thermally induced flow instabilities are negligible. Therefore, axial symmetry allows us to use cylindrical coordinates and the corresponding domain given by half a cross section (intersection of the cylinder with a plane containing the axis). Let us consider four two–dimensional sub–domains (see Figure 1):

- $\Omega_F$: domain where the food sample is located.
- $\Omega_C$: cap of the sample holder (typically a rubber cap).
- $\Omega_P$: domain occupied by the pressurizing medium.
- $\Omega_S$: domain of the steel that surrounds the domains mentioned above.

Then, our domain in the $(r, z)$–coordinates is the rectangle $\Omega = [0, L] \times [0, H]$ defined by

$$\Omega = \Omega_F \cup \Omega_C \cup \Omega_P \cup \Omega_S,$$

where $\{0\} \times (0, H)$ generates the axis of symmetry.

On the boundary of $\Omega$, which is denoted by $\Gamma$, we distinguish:

- $\Gamma_t \subset \{L\} \times (0, H)$, where the temperature will be known.
- $\Gamma_{up} = [0, L] \times \{H\}$, where heat transfer with the room where the equipment is located may take place.
- $\Gamma \setminus (\Gamma_t \cup \Gamma_{up})$, with zero heat flux, either by axial symmetry or by isolation of the equipment.
Figure 1: Computational domain.

We denote by $\Omega^*$, $\Omega_F^*$, $\Omega_C^*$, $\Omega_P^*$, $\Gamma_r^*$, $\Gamma_{\nu}^*$, $\Gamma_{\up}$, and $\Gamma_{\up}^*$, the domains generated when rotating $\Omega$, $\Omega_F$, $\Omega_C$, $\Omega_P$, $\Omega_{\nu}$, $\Gamma_r$ and $\Gamma_{\up}$ along the axis of symmetry (in the 3D space), respectively.

For the mathematical model we distinguish two significant cases: solid and liquid type foods (see Sections 3.1 and 3.2, respectively).

### 3.1 Solid type foods

#### 3.1.1 Heat transfer by conduction

When solid type foods are considered, the starting point is the heat conduction equation for the temperature $T$ (K)

$$\rho C_p \frac{\partial T}{\partial t} - \nabla \cdot (k \nabla T) = \alpha \frac{dP}{dt} T \text{ in } \Omega^* \times (0, t_f),$$  \hspace{1cm} (5)

where $\rho = \rho(T, P)$ is the density ($\text{Kg m}^{-3}$), $C_p = C_p(T, P)$ is the heat capacity ($\text{J Kg}^{-1} \text{K}$), $k = k(T, P)$ is the thermal conductivity ($\text{W m}^{-1} \text{K}^{-1}$) and $t_f$ is the final time (s). The right hand side of the equation denotes the internal heat generation due to pressure change (see [28]). Here $P = P(t)$ is the pressure (Pa) applied by the equipment (this is chosen by the user within the machine limitations) and $\alpha = \alpha(T, P)$ is given by

$$\alpha = \begin{cases} 
\text{thermal expansion coefficient (K}^{-1}\text{) of the food in } \Omega_F^*, \\
\text{thermal expansion coefficient (K}^{-1}\text{) of the pressurizing fluid in } \Omega_P^*, \\
0, \text{ elsewhere.}
\end{cases}$$

This term results from the following law:

$$\frac{\Delta T}{\Delta P} = \frac{\alpha TV}{MC_{up}} = \frac{\alpha T}{\rho C_p},$$

where $\Delta T$ denotes the temperature change due to the pressure change $\Delta P$, $V$ ($\text{m}^3$) is the volume and $M$ (Kg) is the mass.

The conductive heat transfer equation (5) is completed with appropriate initial and boundary conditions depending on the HP machine, in order to determine the solution that we are looking for. Here, we have used the same conditions as in [28] for a pilot unit (ACB GEC Alsthom, Nantes, France) located at the
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\[
\begin{align*}
  k & \frac{\partial T}{\partial n} = 0 \quad \text{on} \quad \Gamma^* \setminus (\Gamma^*_r \cup \Gamma^*_{up}) \times (0, t_f), \\
  k & \frac{\partial T}{\partial n} = h(T_{amb} - T) \quad \text{on} \quad \Gamma^*_{up} \times (0, t_f), \\
  T & = T_r \quad \text{on} \quad \Gamma^*_r \times (0, t_f), \\
  T(0) & = T_0 \quad \text{in} \quad \Omega^*,
\end{align*}
\]

where \( n \) is the outward unit normal vector on the boundary of the domain, \( T_0 \) is the initial temperature, \( T_r \) is the refrigeration or heating temperature that stays constant in \( \Gamma^*_r \) (cooling or warming the food sample), \( T_{amb} \) is the (constant) ambient temperature and \( h \) (W m\(^{-2}\)K\(^{-1}\)) is the heat transfer coefficient.

By using cylindrical coordinates and axial symmetry, system \((5)–(6)\) may be rewritten as the following 2D problem:

\[
\begin{align*}
  \rho C_p \frac{\partial T}{\partial t} & - \frac{1}{r} \frac{\partial}{\partial r} \left( r k \frac{\partial T}{\partial r} \right) - \frac{\partial}{\partial z} \left( k \frac{\partial T}{\partial z} \right) = \alpha \frac{dP}{dt} T \quad \text{in} \quad \Omega \times (0, t_f), \\
  k & \frac{\partial T}{\partial n} = 0 \quad \text{on} \quad \Gamma \setminus (\Gamma_r \cup \Gamma_{up}) \times (0, t_f), \\
  k & \frac{\partial T}{\partial n} = h(T_{amb} - T) \quad \text{on} \quad \Gamma_{up} \times (0, t_f), \\
  T & = T_r \quad \text{on} \quad \Gamma_r \times (0, t_f), \\
  T(0) & = T_0 \quad \text{in} \quad \Omega.
\end{align*}
\]

This model is suitable when the filling ratio of the food sample inside the vessel is much higher than the one of the pressurizing medium. This has been shown in [28], where the model has been validated with several comparisons between numerical and experimental results. In [28] they also show that when the filling ratio of the food inside the vessel is not much higher than the one of the pressure medium, the solution of this model is very different from the experimental measurements. Two ways of solving that inconvenience are the following:

(i) To use the same model but with an apparent conductivity value for the pressurizing medium higher than the real one. This method will not give good results for the temperature distributions in the pressurizing fluid but can give acceptable results inside the food. We are not going to discuss this possibility in this paper.

(ii) As shown in [28], the model can be improved by including the convection phenomenon that takes place in the pressurizing medium. The resulting model is more expensive from a computational point of view but the results are more accurate. We discuss this methodology in Section 3.1.2.

3.1.2 Heat transfer by conduction and convection

The non–homogeneous temperature distribution induces a non–homogeneous density distribution in the pressurizing medium and consequently a buoyancy fluid motion. In other words, free convection.

This fluid motion may strongly influence the temperature distribution. In order to take into account this fact, a non–isothermal flow model is considered. Therefore, we suppose that the fluid velocity field, \( \mathbf{u} \) (m s\(^{-1}\)), satisfies the Navier–Stokes equations for compressible Newtonian fluid under Stoke’s assumption.
The resulting system of equations is:

\[
\begin{align*}
\rho \mathcal{C}_p \frac{\partial T}{\partial t} &= \nabla \cdot (k \nabla T) + \rho \mathcal{C}_p \mathbf{u} \cdot \nabla T - \alpha \frac{dP}{dt} T \\
\frac{\partial \mathbf{u}}{\partial t} &= -\nabla p - \frac{2}{3} \nabla (\eta \nabla \cdot \mathbf{u}) + \rho \mathbf{g} \\
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) &= 0
\end{align*}
\]

where \( \mathbf{g} \) is the gravity vector (m s\(^{-2}\)), \( \eta = \eta(T, P) \) is the dynamic viscosity (Pa s), \( p = p(x, t) \) is the pressure generated by the mass transfer inside the fluid, and \( P + p \) is the total pressure (Pa) in the pressurizing medium \( \Omega^*_P \).

We point out that on the right hand side of the first equation of (8) we could have written \( \alpha \frac{d(P + p)}{dt} T \), but we have supposed that the internal heat generation due to mass transfer is negligible. On the right hand side of the second equation of (8) we have written \( \nabla p \), since \( P = P(t) \) depends only on time and therefore \( \nabla (P + p) = \nabla p \). As in the previous section, the density \( \rho = \rho(T, P) \) is a known state function.

System (8) has been completed with appropriate point, boundary and initial conditions:

\[
\begin{align*}
\kappa \frac{\partial T}{\partial n} &= 0 & \text{on } \Gamma^* \setminus (\Gamma^*_r \cup \Gamma^*_\text{up}) \times (0, t_f), \\
\kappa \frac{\partial T}{\partial n} &= h(T_{\text{amb}} - T) & \text{on } \Gamma^*_\text{up} \times (0, t_f), \\
T &= T_t & \text{on } \Gamma^*_r \times (0, t_f), \\
\mathbf{u} &= 0 & \text{on } \Gamma^*_P \times (0, t_f), \\
T(0) &= T_0 & \text{in } \Omega^*, \\
p &= 10^5 & \text{in } A_1 \times (0, t_f),
\end{align*}
\]

where \( A_1 \) is a corner point of \( \Gamma^*_P \), which is the boundary of \( \Omega^*_P \).

We remark that the point condition at \( A_1 \) means that the total pressure \( (P + p) \) at this point is equal to the equipment pressure \( P \) plus the atmospherical pressure.

As shown in Section 3.1.1 for the conductive heat transfer model (see system (7)), system (8)–(9) can be also rewritten as an equivalent 2D problem by using cylindrical coordinates (we do not write here the resulting system). All the numerical experiments that have been considered in this paper were carried out on the 2D version of the corresponding equations.

### 3.2 Liquid type foods

For liquid type foods we propose a model considering that convection also occurs in the region \( \Omega^*_F \) and we distinguish two separated velocity fields, \( \mathbf{u}_F \) and \( \mathbf{u}_P \), for the food and the pressurizing fluid, respectively. We point out that the pressurizing medium and the food are separated by the sample holder and do not mix. As in Section 3.1.2, we assume that the pressurizing fluid is compressible and Newtonian.

Note that in this case the convection plays again an important role, not only in the pressurizing fluid, but also in the liquid type food sample. Therefore, the neglect of its effect (as done in the solid case), would produce results that would be very different to the real thermal behaviour. A detailed dimensional analysis for equations involving convection phenomena during high pressure treatment of liquid media can be found in [19].
Assuming that the food is a compressible Newtonian fluid, the governing equations are

\[
\begin{align*}
\rho C_p \frac{\partial T}{\partial t} - \nabla \cdot (k \nabla T) + \rho C_p u \cdot \nabla T &= \frac{dP}{dt} T \quad \text{in} \quad \Omega^* \times (0, t_f), \\
\rho \frac{\partial u_F}{\partial t} - \nabla \cdot (\eta (\nabla u_F + \nabla u_F^T) + \rho (u_F \cdot \nabla) u_F) &= -\nabla p - \frac{2}{3} \nabla (\eta \nabla \cdot u_F) + \rho g \quad \text{in} \quad \Omega_F^* \times (0, t_f), \\
\rho \frac{\partial u_P}{\partial t} - \nabla \cdot (\eta (\nabla u_P + \nabla u_P^T) + \rho (u_P \cdot \nabla) u_P) &= -\nabla p - \frac{2}{3} \nabla (\eta \nabla \cdot u_P) + \rho g \quad \text{in} \quad \Omega_P^* \times (0, t_f), \\
\rho \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u_F) &= 0 \quad \text{in} \quad \Omega_F^* \times (0, t_f), \\
\rho \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u_P) &= 0 \quad \text{in} \quad \Omega_P^* \times (0, t_f),
\end{align*}
\]

with point, boundary and initial conditions:

\[
\begin{align*}
\frac{k}{\partial T}{\partial n} &= 0 \quad \text{on} \quad \Gamma^* \setminus (\Gamma_F^* \cup \Gamma_P^*), (0, t_f), \\
\frac{k}{\partial T}{\partial n} &= h(T_{amb} - T) \quad \text{on} \quad \Gamma_{up}^* \times (0, t_f), \\
T &= T_r \quad \text{on} \quad \Gamma_r^* \times (0, t_f), \\
u_F &= 0 \quad \text{on} \quad \Gamma_F^* \times (0, t_f), \\
u_P &= 0 \quad \text{on} \quad \Gamma_P^* \times (0, t_f), \\
T &= T_0 \quad \text{in} \quad \Omega^*, \\
p &= 10^5 \quad \text{in} \quad A_1 \times (0, t_f), \\
p &= 10^5 \quad \text{in} \quad A_2 \times (0, t_f),
\end{align*}
\]

where \(\Gamma_F^*\) denotes the boundary of \(\Omega_F^*\) and \(A_1, A_2\) are corner points of \(\Gamma_F^*\) and \(\Gamma_P^*\), respectively (see Figure 1). As in the previous sections, we will use a 2D–axially symmetric version of (10)–(11).

We point out that when the food is a non–Newtonian fluid, the second equation of system (10) should be replaced by the corresponding momentum balance equation. This complicates considerably the model and will not be considered here.

### 3.3 Full models considered

For practical purposes, in the following sections we are going to focus only on two relevant situations:

- **Solid type food with a big filling ratio.** According to the results of [28] discussed at the end of Section 3.1.1, we will consider system (7) as the corresponding full model (denoted by SFull).
- **Liquid type food with a small filling ratio.** In this case, equations (10)–(11) will be considered as the full model (denoted by LFULL).

### 3.4 Model sensitivity

In practice, the coefficients used in equations (7)–(11) are usually approximated using experimental data with a standard deviation lower than \(\pm 5\%\) of the value [31]. Furthermore, due to equipment limitations, some experimental discrepancies could occur during the process (for instance, the pressure curve could be not strictly respected, measure errors in initial temperature could occur, etc). In order to study the impact of those errors on the temperature and enzymatic activity evolutions during the process, we perform a sensitivity study on the considered models.
More precisely, we generate $N \in \mathbb{N}$ perturbed models (with corresponding temperature solutions $T_{\text{pert}, \text{per}}$) from the original one, with $\rho$, $C_p$, $k$, $\alpha$, $\eta$, $T_0$, $T_e$ and $P$ perturbed randomly by $\pm 5\%$. To perform the sensitivity analysis, for an arbitrary function $f : D \to \mathbb{R}$ with $D \subset \mathbb{R}^p$, we define the mean value

$$\mathcal{M}(f; D) = \frac{1}{|D|} \int_D f(z) \, dz,$$

(12)

where $|D|$ is the measure of $D$. Then, we compute the average of the mean temperature errors

$$AET = \frac{1}{N} \sum_{\text{per}=1}^{N} \mathcal{M}(|T - T_{\text{pert}}|; \Omega \times (0, t_f)),$$

(13)

that will be compared with the mean temperature $\mathcal{M}(T; \Omega \times (0, t_f))$, in order to obtain the corresponding percent relative error

$$\text{RAET} = 100 \times \frac{AET}{\mathcal{M}(|T|; \Omega \times (0, t_f))}.$$  

(14)

Since the enzymatic activity model studied in Section 2 needs as an input the temperature only of the food sample, we highlight the behaviour of the models when focusing on the domain $\Omega_F$. To do that, we define the average temperature error in the food sample, $AET_F$, and the corresponding percent relative error, $\text{RAET}_F$, by changing $\Omega$ by $\Omega_F$ in (13) and (14), respectively.

### 3.5 Simplified models

In order to reduce the computational complexity needed to solve the full models (7) and (10–11), it is interesting to consider some simplified versions (called ‘simplified models’), that are cheaper to evaluate and with results that do not vary too much from those of the full models. Indeed, simplified models are useful when they are used, for example, during optimization processes that need to solve the models many times for different data [14,17,19].

We carry out the study of the numerical characteristics of one simplified version of the solid type food model (11) and two simplified versions of the liquid type food model (10–11) described previously.

For the solid type food we consider a simplified model with constant coefficients, by setting $C_p$, $k$, $\alpha$, $\rho$ and $\eta$ to their mean value ($\bar{C}_p$, $\bar{k}$, $\bar{\alpha}$, $\bar{\rho}$ and $\bar{\eta}$, respectively) in the range of temperature and pressure considered in the process. This model is denoted by SCC.

On the other hand, for the liquid type food we consider a first simplified model with constant coefficients, as in the SCC model, except for the density $\rho$, which remains dependent on temperature and pressure (in order to keep the effect of the gravitational forces). This model is denoted by LCC.

The second simplified model for the liquid case is based on the Boussinesq approximation. More precisely, the coefficients $C_p$, $k$, $\alpha$ and $\eta$ are considered to be constant as in the LCC model; $\rho$ is also chosen as a constant value $\bar{\rho}$, except for the gravitational force $\rho g$ that appears in the second and third equation of the system (10). Furthermore, the food and the pressurizing fluids are assumed to be incompressible. This model is denoted by LB and given by

\[
\begin{aligned}
\frac{\partial \bar{C}_p}{\partial t} \frac{\partial T}{\partial t} - \bar{k} \nabla^2 T + \bar{\rho} \bar{C}_p \mathbf{u} \cdot \nabla T &= \bar{\alpha} \frac{dP}{dt} T & \text{in } \Omega^* \times (0, t_f), \\
\frac{\partial \mathbf{u}_F}{\partial t} - \eta \nabla^2 \mathbf{u}_F + \bar{\rho} (\mathbf{u}_F \cdot \nabla) \mathbf{u}_F &= - \nabla p + \rho g & \text{in } \Omega_F^* \times (0, t_f), \\
\frac{\partial \mathbf{u}_P}{\partial t} - \eta \nabla^2 \mathbf{u}_P + \bar{\rho} (\mathbf{u}_P \cdot \nabla) \mathbf{u}_P &= - \nabla p + \rho g & \text{in } \Omega_P^* \times (0, t_f), \\
\nabla \cdot \mathbf{u}_F &= 0 & \text{in } \Omega^* \times (0, t_f), \\
\nabla \cdot \mathbf{u}_P &= 0 & \text{in } \Omega_P^* \times (0, t_f),
\end{aligned}
\]

(15)

with boundary and initial conditions given by (11).

We are interested in evaluating the efficiency of the simplified models. With this aim, we compare the simplified model SCC with the full model SFull and the simplified models LCC and LB with the full model

...
LFull. More precisely, denoting by $T_{\text{sim}}$ the temperatures obtained by solving each of them, we compute the mean error committed in the whole domain,

$$ET = \mathcal{M}([T - T_{\text{sim}}]; \Omega \times (0, t_f)),$$

and the corresponding percent relative error

$$RET = 100 \times \frac{ET}{\mathcal{M}([T]; \Omega \times (0, t_f))}.$$

As in Section 3.5 we emphasize the behaviour of the models focusing on the domain $\Omega_F$. To do that, we define $ET_F$ and $RET_F$, by taking $\Omega_F$ instead of $\Omega$ in (16) and (17), respectively.

### 3.6 Numerical tests

For the numerical experiments we have considered the size of the pilot unit (ACB GEC Alsthom, Nantes, France) that was used in [28]. More precisely, $L = 0.09 \text{ m}$, $H = 0.654 \text{ m}$, $L_2 = 0.05 \text{ m}$, $H_1 = 0.222$ and $H_5 = 0.472 \text{ m}$ (see Figure 1).

We work with the two representative examples described in Section 3.3. The size and location of the sample and the rubber cap are given by $H_3 = 0.404 \text{ m}$ and $H_4 = 0.439$ in both cases; $L_1 = 0.045 \text{ m}$ and $H_2 = H_1$ in the solid case, and $L_1 = 0.02 \text{ m}$ and $H_2 = 0.294 \text{ m}$ in the liquid case (see Figure 1).

We present numerical tests computed in cylindrical coordinates using the Finite Element Method (FEM) solver COMSOL Multiphysics 3.4. Velocity and pressure spatial discretization is based on P2–P1 Lagrange Finite Elements satisfying the Ladyzhenskaya, Babuska and Brezzi (LBB) stability condition. The time integration is performed using the Variable–Step–Variable–Order (VSVO) BDF–based strategy implemented in this platform. The nonlinear systems are solved with a damped Newton method. The algebraic linear systems are solved with UMFPACK (Unsymmetric MultiFrontal method for sparse linear systems) combined in this platform. The nonlinear systems are solved using the stabilization technique GLS (Galerkin Least Squares). All computations for the numerical tests have been performed on a Quad–Core processor with 3.4 GHz/Core and 8Gb of RAM.

The physical parameters of the pressurizing medium and the liquid type food are supposed to be equal to those of water and dependent on temperature and pressure. More precisely, $\rho$, $C_p$, and $k$ are computed through a shifting approach [27] from atmospheric pressure. For the parameter $\alpha$ we use the expression described in [28]. Finally, dynamic viscosity $\eta$ is computed by a piecewise linear interpolation, with data obtained from [20].

On the other hand, we have chosen tylose as an example of solid type food. This gel has similar properties to meat [25]. The corresponding coefficients are obtained from [27] for atmospheric pressure. A rescaling procedure [9, 25] and a piecewise linear interpolation have been applied for other values of pressure.

For general cases, where the thermophysical properties of a particular food are unknown, mathematical tools for inverse problems may be needed to identify these parameters. For example, in [7] the authors discuss how to identify the heat transfer coefficient for a particular prototype. Identification of coefficients depending on temperature is considered in [3], in a rigorous mathematical way, for a general abstract framework.

In both cases, liquid and solid type food, the thermophysical properties of the steel and the rubber cap of the sample holder are assumed to be constant. More precisely, $\rho = 7833 \text{ Kg m}^{-3}$, $C_p = 465 \text{ J Kg}^{-1}\text{K}^{-1}$ and $k = 55 \text{ W m}^{-1}\text{K}^{-1}$ for steel and $\rho = 1110 \text{ Kg m}^{-3}$, $C_p = 1884 \text{ J Kg}^{-1}\text{K}^{-1}$ and $k = 0.173 \text{ W m}^{-1}\text{K}^{-1}$ for rubber are taken.

The ambient temperature, the reference temperature and the heat transfer coefficient used in the tests are $T_{\text{amb}} = 19.3^{\circ}\text{C}$, $T_f = 40^{\circ}\text{C}$ and $k = 28 \text{ W m}^{-2}\text{K}^{-1}$, respectively.

For each type of food, we consider two high pressure processes with different initial temperature and pressure curve:

(ii) **Process P1**: The initial temperature is

$$T_0 = \begin{cases} 40^{\circ}\text{C in } \Omega_S, \\ 22^{\circ}\text{C in } \Omega \setminus \Omega_S \end{cases}$$
and the pressure is linearly increased during the first 305 seconds until it reaches 600 MPa. Thus, the pressure generated by the equipment satisfies $P(0) = 0$ and

$$\frac{dP}{dt} = \begin{cases} \frac{120}{61} \times 10^6 \text{ Pa s}^{-1}, & 0 < t \leq 305, \\ 0 \text{ Pa s}^{-1}, & t > 305. \end{cases}$$

(iii) Process $P_2$: The initial temperature is $T_0 = 40^\circ\text{C}$ in the whole domain $\Omega$ and the pressure is linearly increased (with the same slope as before) during the first 183 seconds until it reaches 360 MPa. Thus, the pressure generated by the equipment satisfies $P(0) = 0$ and

$$\frac{dP}{dt} = \begin{cases} \frac{120}{61} \times 10^6 \text{ Pa s}^{-1}, & 0 < t \leq 183, \\ 0 \text{ Pa s}^{-1}, & t > 183. \end{cases}$$

For each one of these four cases (solid/liquid, $P_1/P_2$) we compute the solution of the full model described in Section 3.3, we carry out the sensitivity analysis explained in Section 3.4 and we calculate the solutions for the simplified models described in Section 3.5.

3.6.1 Full model analysis

Figure 2 shows the temperature distribution for both solid and liquid type food, under processes P1 and P2, at time $t = 15$ min. Time–averaged temperature distribution (i.e., the function $x \mapsto \mathcal{M}(T(x, \cdot); (0, t_f))$, for $x \in \Omega$) for the four cases is represented in Figure 3. The evolution of the sample mean temperature (i.e., the function $t \mapsto \mathcal{M}(T(\cdot, t); \Omega_F)$, for $t \in [0, t_f]$) is depicted in Figure 4, which also shows the evolution of the temperature at two points (see Figure 1): the first one, $B_1$, is located at the center of the sample (in the symmetry axis) and the second one, $B_2$, on the surface of the sample, at the same height as $B_1$.

These figures illustrate how the model captures the non–homogeneous temperature distribution inside the domain and the different behaviour between the solid and liquid cases. For instance, in the liquid case, the temperature distribution is more homogeneous than in the solid case, due to mass transfer. Therefore, the model and the numerical approximation of its solution is consistent with what is physically expected.

As already remarked in [28] for solid type foods, our numerical experiments show that for liquid type food it can also be interesting to use an initial food temperature lower than $T_r$ (as done in process P1), in order to anticipate the temperature increase that results from compression. This allows us to get a more uniform process, avoiding big temperature gradients inside the food as well as much higher than $T_r$ temperatures (we remind that one of the goals of the high–pressure technology is to process the food without using high temperatures, which degrade some of the main qualities of food). Figure 4 shows this behaviour for process P1.

3.6.2 Model sensitivity analysis

According to Section 3.4, in order to evaluate the sensitivity of the models, we have generated $N = 10$ perturbed versions of the full models (with random perturbations of ±5%). Table 1 summarizes the obtained results. The average AET of the mean temperature errors in the whole domain, defined in (13), is less than 1.15 °C, which represents a relative error (see (14)) of 2.83%. Furthermore, the average AET of the mean temperature errors in the sample is less than 1.45 °C and the relative error is less than 3.34%. We remark that both relative errors are of the order of the parameter perturbations, which shows the robustness of the models.

3.6.3 Simplified model analysis

In this section we check the efficiency of the simplified models introduced in Section 3.5 and present the results in Table 2.

We can see that the mean temperature error in the sample is bigger than in the whole domain. This is due to the fact that the thermophysical parameters for the steel and the rubber cap are the same for the
Comparing the processes, we observe that the error made in the three simplified models (SCC, LCC and LB) is less important in process P2 than in process P1. This is due to the fact that the range of pressure and temperature in P2 is smaller than in P1 and therefore, the approximation of parameters by their mean value is better in P2.

Comparing solid and liquid type foods, we observe that the errors made in the simplified models are smaller in the liquid cases than in the solid ones. The different size of the temperature ranges (larger for solid type food samples) that are obtained at each time explains this behaviour.

Comparing the computational times we observe that in the solid case we have a reduction by a factor of 13 while in the liquid case this factor is less than 2. The reason is that the SCC model becomes linear but the LCC and LB remain nonlinear. In any case, LCC and LB have similar errors, but LB is faster and easier to implement on the computer.

The reduction of computational time combined with acceptable errors reveal that the simplified models are a good alternative to the full ones for optimization procedures.
Figure 3: Time–averaged temperature distribution (°C) during 15 min in the solid (Top) and liquid (Bottom) food sample after P1 (Left) and P2 (Right) processes.

4 Coupling of Enzymatic Inactivation and Heat–Mass Transfer Models

In this section we couple the heat transfer models presented in Section 3 with the kinetic equation (1). This allows us to get a model capable of describing non–homogeneous activity distribution inside the food. Moreover, we perform a numerical study of the impact of various HP–Thermal processes on the inactivation of three different enzymes: Bacillus Subtilis α–Amylase (BSAA), Lipoxygenase (LOX) and Carrot Pectin Methyl–Esterase (CPE).

4.1 Resulting activity equation

The activity distribution is expressed in a different way for solid type food (where the particles are considered to be motionless) and for liquid type food (where the particles are considered to move due to mass transfer).

4.1.1 Solid type foods

For solid type foods we have supposed that the particles do not move. Thus, according to (3), the activity $A$ of a particle located at the point $x \in \Omega_F$ at time $t$ can be written as

$$A(x, t) = A(x, 0) \exp \left(- \int_0^t \kappa(P(\sigma), T(x, \sigma)) \, d\sigma \right).$$  (18)
Figure 4: Evolution of the sample mean temperature (---), temperature in the center point $B_1$ (- -) and in the boundary point $B_2$ (....) (see Figure 1) during the processes P1 (Left) and P2 (Right) in the solid (Top) and liquid (Bottom) food samples.

The equipment pressure $P$ (MPa) is a given function (we assume that the mass transfer pressure $p$ is negligible compared to $P$) and the temperature $T$ (K) is obtained by solving system (7).

4.1.2 Liquid type foods

For liquid type foods, the particles move in the food domain $\Omega_F$ due to mass transfer. In this case, for each point $x \in \Omega_F$ we consider the trajectory of a food particle that ends at point $x$. This trajectory $X$ is the solution of

$$\begin{cases}
\frac{dX(t)}{dt} = u_F(X(t), t), & t \in (0, t_f), \\
X(t_f) = x,
\end{cases}$$

where $u_F$ is the velocity field computed by solving system (10)–(11). Therefore, according to (4) again, the activity $A$ of a particle located at the point $x \in \Omega_F$ at time $t$ can be expressed as

$$A(x, t) = A(X(0), 0) \exp \left( - \int_0^t \kappa(P(\sigma), T(X(\sigma), \sigma)) \, d\sigma \right).$$

In this case, $T(X(t), t)$ is obtained by solving system (10)–(11). Here, $X(t)$ is the point that the trajectory $X$ reaches at time $t$.

4.2 Discretization of the activity equation

Let us consider a time discretization given by $0 = t_0 < t_1 < \cdots < t_n = t_f$ with step $\tau = t_i - t_{i-1} = \frac{t_f}{n}$ for $i = 1, 2, \ldots, n$. 
4.2.1 Solid type foods

Given \( x \in \Omega_F \) and denoting \( \kappa_j(x) = \kappa(P(t_j), T(x, t_j)) \), a numerical approximation of (18) can be obtained considering, for instance, the trapezoidal formula

\[
A(x, t_n) \approx A(x, 0) \exp \left( -\frac{\tau}{2} \sum_{j=0}^{n-1} \left( \kappa_j(x) + \kappa_{j+1}(x) \right) \right). \tag{21}
\]

The enzymatic activity is evaluated on an equally distributed mesh in the food sample domain \( \Omega_F \).

4.2.2 Liquid type foods

For each point \( x \in \Omega_F \) let \( X \) be the trajectory of a particle satisfying \( X(t_f) = x \). We take an approximation \( \{X_i|_{t_i=0}^n\} \) of \( \{X(t_i)\}_{t_i=0}^n \) defined by discretizing (19) with the following backward implicit scheme

\[
\begin{align*}
X_n &= x \\
X_i &= X_{i+1} - \tau \mathbf{u}_F(X_i, t_i), \quad i = n-1, n-2, \ldots, 0.
\end{align*} \tag{22}
\]

The solution of (22) is computed by solving numerically the minimization problem

\[
\min_{y \in \Omega_F} ||X_{i+1} - y - \tau \mathbf{u}_F(y, t_i)||_2. \tag{23}
\]

We use a Steepest–Descent algorithm starting from the solution of the backward explicit scheme

\[
y_i^{(0)} = X_{i+1} - \tau \mathbf{u}_F(X_{i+1}, t_{i+1}),
\]
that has to be iterated until reaching $y_i^{(m)} \in \Omega_F$ such that
$$||X_{i+1} - y_i^{(m)} - \tau \mathbf{u}_F(y_i^{(m)}, t_i)||_2 < 10^{-4}||X_{i+1} - y_i^{(0)}||_2.$$  
By denoting $\kappa_j(X) = \kappa(P(t_j), T(X, t_j))$, a numerical approximation of (20) can be computed by considering
$$A(x, t_n) \approx A(X_0, 0) \exp \left(-\frac{\tau}{2} \sum_{j=0}^{n-1} \left(\kappa_j(X) + \kappa_{j+1}(X)\right)\right).$$ (24)

Again, the enzymatic activity is evaluated on an equally distributed mesh in the food sample domain $\Omega_F$.

4.3 Enzymes considered for numerical simulation

For the numerical experiments, the following enzymes and corresponding inactivation rates have been considered:

**Bacillus Subtilis α–Amylase (BSAA):** It is an enzyme produced by a bacteria called Bacillus Subtilis. This bacteria, present in the ground, can contaminate food and in rare occasions cause intoxications. This enzyme catalyzes the hydrolysis of starch, generating sugars (as maltose) that can modify the taste of the food. The inactivation rate $\kappa$ is modelled using equation (2) with $P_{ref} = 500\, MPa$, $T_{ref} = 313\, K$, $\kappa_{ref} = 9.2 \times 10^{-2}\, \text{min}^{-1}$, $B = 10097\, K$ and $C = -8.7 \times 10^{-4}\, \text{MPa}^{-1}$. Interested readers can find more details about the experimental protocol and the parameters determination in [21].

**Lipoxygenase (LOX):** This enzyme is present in various plants and vegetables such as green beans and green peas. It is responsible for the appearance of undesirable aromas in those products. Equation (3) is used to describe $\kappa$ with $P_{ref} = 500\, MPa$, $T_{ref} = 298\, K$, $\kappa_{ref} = 1.34 \times 10^{-2}\, \text{min}^{-1}$, $\Delta V_{ref} = -308.14\, \text{cm}^3\text{mol}^{-1}$, $\Delta S_{ref} = 90.63\, \text{J}\text{mol}^{-1}\text{K}^{-1}$, $\Delta G_{p} = 2466.71\, \text{J}\text{mol}^{-1}\text{K}^{-1}$, $\Delta \zeta = 2.22\, \text{cm}^3\text{mol}^{-1}\text{K}^{-1}$, $\Delta \nu = -0.54\, \text{cm}^3\text{mol}^{-1}\text{K}^{-1}$ (see [12] for more details).

**Carrot Pectin Methyl–Esterase (CPE):** Pectin Methyl–Esterase is an enzyme that is common to most vegetables. It can be present in vegetable juices producing low–methoxyl pectin. This process reduces juice viscosity and generates cloud loss (affecting juice flavor, color, texture and aroma). Here we concentrate on the Pectin Methyl–Esterase present in carrot juice (Carrot Pectin Methyl–Esterase). In this case, we apply equation (3) to model $\kappa$ with $P_{ref} = 700\, MPa$, $T_{ref} = 323.15\, K$, $\kappa_{ref} = 7.05 \times 10^{-2}\, \text{min}^{-1}$, $\Delta V_{ref} = -44.0124\, \text{cm}^3\text{mol}^{-1}$, $\Delta S_{ref} = 168.4\, \text{J}\text{mol}^{-1}\text{K}^{-1}$, $\Delta G_{p} = 1376.6\, \text{J}\text{mol}^{-1}\text{K}^{-1}$, $\Delta \zeta = -0.0339\, \text{cm}^3\text{mol}^{-1}\text{J}^{-1}$, $\Delta \nu = -0.1195\, \text{cm}^3\text{mol}^{-1}\text{J}^{-1}\text{mol}^{-1}$ (see [22]).

4.4 Numerical results

For the numerical tests, we consider $t_f = 15\, \text{min}$ and $n = 900$. In the solid case, the activity is evaluated over a 10000 point equally distributed mesh in $\Omega_F$ (we point out that the models for the solid case need a very low computational time and therefore we can use a very fine mesh). On the other hand, a 25 node equally distributed mesh is chosen for the liquid type food case (much more expensive than the solid case, from a computational point of view).

We present the enzymatic activity computed for the solid and liquid type food samples under processes P1 and P2. We are also interested in studying the sensitivity of the final enzymatic activity regarding the thermophysical parameters of the models (7) and (10)–(11). Finally, we analyze this activity when considering the simplified models presented in Section 4.3 instead of the full ones.

4.4.1 Full model analysis

First of all, we focus on the enzymatic activity computed for the full models. As we can observe in Table 3 and Figure 5 the efficiency of processes P1 and P2 depends on the considered enzyme:

- For enzyme BSAA we observe that process P2 is more efficient, since the final activity is smaller. However the difference between P1 and P2 in the liquid sample case (5%) is less important than in...
the solid one (23%). This is due to the fact that the difference of the mean temperatures between P1 and P2 is bigger in the solid type food sample (10 °C) than in the liquid one (5 °C) (see Table 1). This is consistent with the fact that BSAA is an enzyme sensible to high temperatures [21].

- For enzyme LOX, we remark that process P1 (600 MPa) is clearly more efficient than P2 (360 MPa) in both the liquid and solid samples, due to the sensitivity of this enzyme to high pressure [12].

- For enzyme CPE, processes P1 and P2 are not as efficient as before. In any case, better results are obtained with P1. This enzyme seems to be quite resistant to both processes.

Taking into account these results, we cannot privilege process P1 or P2 as a general food treatment. In fact, for each kind of enzyme, a specific optimal process could be considered.

![Figure 5](https://via.placeholder.com/150)

**Figure 5**: Enzymatic activity evolution (%) during processes P1 ([Left](https://via.placeholder.com/150)) and P2 ([Right](https://via.placeholder.com/150)) considering the solid ([Top](https://via.placeholder.com/150)) and liquid ([Bottom](https://via.placeholder.com/150)) food sample.

Figure 6 shows the final activity of enzyme LOX in the food sample for the solid and liquid cases and processes P1 and P2 (for the other enzymes, similar results are obtained). For the three considered enzymes, we can observe the following:

![Figure 6](https://via.placeholder.com/150)

**Figure 6**: Enzymatic activity evolution (%) during processes P1 ([Left](https://via.placeholder.com/150)) and P2 ([Right](https://via.placeholder.com/150)) considering the solid ([Top](https://via.placeholder.com/150)) and liquid ([Bottom](https://via.placeholder.com/150)) food sample.
In the solid case we obtain non–homogeneous activity distributions. Furthermore, for the considered enzymes and temperature–pressure ranges, we point out that the time–averaged temperature (see Figure 3) and final enzymatic activity distribution are related in the following way: the warmer (in time average) a zone is, the lower the final activity is. This behaviour can not be true for other enzymes and/or temperature–pressure ranges.

In the liquid case, due to the mass transfer phenomenon, the enzymatic activity is more homogeneous than in the solid case.

4.4.2 Sensitivity analysis

We present results about final activity errors when considering the perturbed models generated in Section 3.6.2. Denoting by $A_{\text{per}}$ the activity for the perturbed models, we define the average of the mean final activity error as

$$\text{AEA} = \frac{1}{N} \sum_{\text{per}=1}^{N} \mathcal{M}(|A(\cdot, t_f) - A_{\text{per}}(\cdot, t_f)|; \Omega_F).$$

The results obtained are reported in Table 3. We observe that perturbations of 5% of the model parameters (implying, as explained in Section 3.6.2, errors of 5% in the temperature of the food sample) generate final activity errors up to 7.45%. We deduce that the activity is relatively sensitive to pressure and temperature changes: the more sensitive to pressure and/or temperature the enzyme is, the more accurate the values of the thermophysical parameters and pressure curves should be.
4.4.3 Simplified model analysis

In this section, we study the activity $A_{\text{sim}}$ of the simplified models introduced in Section 3.6.3. We define the mean final activity error as

$$EA = \mathcal{M}(\{A(\cdot, t_f) - A_{\text{sim}}(\cdot, t_f)\} ; \Omega_F).$$  \hspace{1cm} (26)

<table>
<thead>
<tr>
<th>Process</th>
<th>Model</th>
<th>BSAA</th>
<th>LOX</th>
<th>CPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>SFull</td>
<td>49.72</td>
<td>33.54</td>
<td>87.55</td>
</tr>
<tr>
<td>P2</td>
<td>SFull</td>
<td>26.43</td>
<td>67.18</td>
<td>93.86</td>
</tr>
<tr>
<td>P1</td>
<td>SCC</td>
<td>42.29</td>
<td>28.35</td>
<td>86.22</td>
</tr>
<tr>
<td>P2</td>
<td>SCC</td>
<td>25.47</td>
<td>66.07</td>
<td>93.76</td>
</tr>
<tr>
<td>P1</td>
<td>LFull</td>
<td>53.57</td>
<td>36.95</td>
<td>88.17</td>
</tr>
<tr>
<td>P2</td>
<td>LFull</td>
<td>48.18</td>
<td>83.82</td>
<td>95.16</td>
</tr>
<tr>
<td>P1</td>
<td>LCC</td>
<td>50.76</td>
<td>35.20</td>
<td>87.77</td>
</tr>
<tr>
<td>P2</td>
<td>LCC</td>
<td>47.77</td>
<td>83.55</td>
<td>95.14</td>
</tr>
<tr>
<td>P1</td>
<td>LB</td>
<td>50.56</td>
<td>34.97</td>
<td>87.72</td>
</tr>
<tr>
<td>P2</td>
<td>LB</td>
<td>47.75</td>
<td>83.55</td>
<td>95.13</td>
</tr>
</tbody>
</table>

Table 4: Final activity for the full and simplified models for BSAA, LOX and CPE enzymes. MA: Mean activity at final time $t_f = 15$ min $\mathcal{M}(\{A(\cdot, t_f)\} ; \Omega_F)$ (%); EA: Mean activity error (°C) (see (26)).

As we can observe in Table 4, the errors for process P2 are smaller than for process P1. Furthermore, simplified models LCC and LB are more accurate than SCC model. This is consistent with the differences in temperature distribution obtained between those models (see Table 2). Despite these errors, simplified models are suitable when computing the enzymatic activity, since they provide an acceptable information about it with a low computational cost.

5 Concluding Remarks

The mathematical models described in this paper provide a useful tool to design and optimize processes based on the combination of thermal and high pressure processes in Food Technology. They take into account the heat and mass transfer phenomena and the enzymatic inactivation occurring during the process.

A sensitivity analysis has been developed in order to show the dependence of the solution regarding the thermophysical parameters, showing the robustness of the models.

Several simplified versions of the full models have been also proposed. When comparing them to the corresponding full model the results are quite similar. Therefore, since the simplified models need less computational time to be solved, they can be suitable for optimization procedures (which usually need to compute the solution of the corresponding model many times for different data).

All these numerical results show that there is not a general optimal treatment. For each particular kind of food and high pressure equipment we propose to carry out the following steps:

(i) Identify the most important enzymes to be inactivated and get, for each one of them, a kinetic equation describing the evolution of their activity in terms of pressure and temperature (see Sections 2 and 4.3).

(ii) Choose a suitable model describing the distribution of temperature in the food and solve it numerically (see Section 3).

(iii) Use this distribution of temperature as input data for the selected kinetic equations of the enzymes, in order to get their final activities after the thermal–HP process (see Section 4).

(iv) Perform optimization techniques (which may need to carry out several numerical experiments changing initial temperature, applied pressure, etc.) in order to reduce the enzymatic activities without using high temperatures (whose drawbacks are described in Section 3.6.1). This task may be performed with
the help of optimization software such as Global Optimization Platform\(^1\) which has been validated on
several benchmark \([16,18]\) and industrial problems \([2,13,15]\).
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